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Motivation

•Over 7000 known languages

•Most of NLP focused on English

•Many languages are low-resource

•Universal language learner – a holy grail 
of NLP?
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https://www.ethnologue.com/guides/how-many-languages

https://www.ethnologue.com/guides/how-many-languages


Overview
•Learn word embeddings across languages in a shared multilingual 
semantic space

•Similar words lie close by and dissimilar words are far apart

•Unsupervised approach

•Make use of sentence-aligned parallel corpora
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http://www.marekrei.com/blog/multilingual-semantic-models/

The weather is nice today
Het is lekker weer vandaag

The book was interesting
Het boek was interessant

•Composition Vector Model (CVM) for sentences and documents

•No need of syntactic parse trees, word alignment or annotations

•Downstream tasks can be made language-agnostic

http://www.marekrei.com/blog/multilingual-semantic-models/


Approach
•Parallel sentences share semantics, hence should also share the representation

•Consider two languages 𝑥 and 𝑦 and sentence embedding functions 𝑓: 𝑋 → ℝ𝑑 and 𝑔: 𝑌 → ℝ𝑑

•Let 𝐶 be the parallel corpus. For two sentences 𝑎, 𝑏 ∈ 𝐶, the energy is defined as 
E𝑏𝑖 𝑎, 𝑏 = ‖𝑓 𝑎 − 𝑔 𝑏 ‖2

•For every (𝑎, 𝑏) sample sentences 𝑛 that are not related to 𝑎 for hinge loss
𝐸ℎ𝑙 𝑎, 𝑏, 𝑛 = max 𝑚 + 𝐸𝑏𝑖 𝑎, 𝑏 − 𝐸𝑏𝑖 𝑎, 𝑛 , 0

•Final objective function

𝐽 𝜃 = 
𝑎,𝑏 ∈𝐶


𝑖=1

𝑘

𝐸ℎ𝑙 𝑎, 𝑏, 𝑛𝑖 +
𝜆
2

𝜃 2
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Two Composition Models

•ADD – Represents a sentence by sum of its word vectors

𝑓𝐴𝐷𝐷(𝑥) = 
𝑖=1

𝑛

𝑥𝑖

•BI – Captures interaction with non-linearity over bigram pairs

𝑓𝐵𝐼 𝑥 = 
𝑖=1

𝑛

tanh(𝑥𝑖−1 + 𝑥𝑖)
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Document Representation

•Compose sentences into documents 

•Recursively apply composition and a similar 
objective function

•4 models – ADD, BI, DOC/ADD, DOC/BI
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Corpora
Europarl v7

• Parallel corpus extracted from the proceedings of the European Parliament
• 21 European languages
• EN → L2 and L2 → EN

TED Corpus
• English transcripts and translations of TED talks
• Selected subset of talks based on keywords - technology, culture, science, global issues etc.
• Keywords used as document labels for classification task later
• 12,078 parallel documents across 12 language pairs
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Training
•Model weights initialized according to Gaussian distribution with 𝜇 = 0, 𝜎2= 0.1

•Development set used to set hyperparameters

•For each positive sample, 𝑘 ∈ 1, 10, 50 noise samples used 

•Embedding dimensionality 𝑑 = 128

•Margin 𝑚 = 𝑑

•L2 regularization with 𝜆 = 0.1

•Learning rate in 0.01, 0.05

•Batch size 𝑏 ∈ {10, 50}

•AdaGrad optimizer
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RCV1/RCV2 Document Classification 
Experiment

•Contains news articles with topic as labels (not parallel corpora)

•Experiment with EN → DE and DE → EN

•Embeddings first learned from Europarl corpus

•Document represented by average embedding of all its sentences

•Train multiclass classifier using average perceptron

•Training on English and testing on German documents and vice-versa
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RCV1/RCV2 Document Classification 
Experiment

•ADD – Trained on 500k sentence pairs

•ADD+ – Trained with addition of 500k EN-FR pairs

•BI, BI+ – Likewise but with bigrams

•BI models outperform ADD in general

•French acts like a pivot language and improves performance

•BI models not always better than ADD+

•EN → DE better than DE → EN
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Classification accuracy for training on 1000 examples



RCV1/RCV2 Document Classification 
Experiment

•Small performance gain with 
increasing number of documents

•Decent performance with just 100 
documents

•Possibly high bias due to 
simplistic model
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TED Corpus Experiments
•Training performed in two settings:
▪ Single mode – Vectors learned from single language pair EN-X
▪ Joint mode – Vectors learned from all parallel sub-corpora simultaneously

•DOC models trained with ADD and BI as CVM in single and joint mode

•Document representations used to train classifiers

•Classifier trained on one language and evaluated on another

•Machine translation baseline
▪ For the experiment 𝐿1 → 𝐿2, train Naive Bayes classifier on 𝐿1 and evaluate on translated 𝐿2
▪ Expected to be a strong baseline 
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TED Corpus Experiments
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F1-scores for TED document classification task

•MT baseline is often the best but other 
models not far behind

•DOC model usually performs better

•Joint model is not always the top-performer

•ADD models outperform BI models in many 
cases



TED Corpus Experiments

14

F1-scores for TED document classification task

•DOC/ADD joint model from previous 
experiment

•Classifier trained and tested on languages 
without parallel data

•Non-English languages

•Scores similar to previous table indicate 
embeddings for all languages are useful



TED Corpus Experiments
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F1-scores for monolingual TED document classification task

•Classifier trained and evaluated on the same language

•Other embeddings trained on larger datasets

•Performs better with lower amount of data



Linguistic Analysis
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•Linguistic similarity captured even without French-German parallel data

•English serves as pivot

•Separation between the genders



Opinions
•Simple model but possible to extend for advanced embedding models

•Main contribution – loss function and learn without word alignments

•Lot of experiments but high variability in results

•Strictly speaking, is it really compositional?

•No statistical significance but perhaps not presentable
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Extensions
•A Multi-Task Approach to Learning Multilingual Representations – Singla et al. (2018)

•Approaches for languages with limited parallel corpora

•Combine with machine translation task

•Scale to more languages

•Advanced composition functions

•Domain adaptation
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Questions?
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Niels van der Heijden



Creating 
universal 
language 
agnostic 
sentence 
embeddings

• Input language agnostic

• NLP task agnostic

• Why?

• Benefit of joint training

• Zero-shot transfer learning

• Code-switching



Short recap 
of history

Sentence embeddings

• Skip-thought (Kiros et al. 2015)

• NLI (Conneau et al., 2017)

• Multi-task (Cer et al. 2018)

Multilingual representations

• Focused on word embeddings

• Parallel corpora (Gouws et al., 2015)

• Post-processing (Artetxe et al., 2018a)



Short recap 
of history
• Seq-to-seq models on parallel corpora (Hassan et al., 2018)
• N-way parallel corpora
• Shared or multiple encoders (Holcher, 2018a)
• Limited number of languages (8)

No work on encoding large amounts of languages into one space 
.. 



Key contributions
• Single sentence encoder for 93 

languages

• SOTA on XNLI, BUCC and 
MLDoc

• New test set for 122 languages

• Training strategy





The data: 
223 mln 

sentences

Europarl

United Nations
OpenSubtitles2018

Global voices

Tanzil
Tatoeba

http://opus.nlpl.eu 



THE MODEL



The model



Byte Pair 
Encoding 

(Sennrich et al., 
2016)

• Need for shared vocabulary

• Words != atomic unit ! 
Abwasserbehandlungsanlange

• Iterative procedure

• General purpose





• Need for shared vocabulary

• Words != atomic unit ! Abwasserbehandlungsanlange

• Iterative procedure



Experiments - XNLI

• 15 languages, 2500 dev, 5000 test

• English sentences to 14 languages

• Two layer MLP classifier 

• Standard NLI representation (h,|h-p|,h*p,p)



Experiments - XNLI



Experiments 
– Tatoeba 

• Similarity search

• Cosine similarity

• 122 languages aligned with English

• Test set 1000 sentences per language



Experiments 
– Tatoeba 



Experiments 
– Tatoeba 
• 48 < 10%

• 55 < 20%

• 15 > 50%

• But: performance can still be good 
on completely unseen languages



Conclusion

• New SOTA on XNLI, MLDoc and BUCC

• New Tatoeba test set



Opinion

• Overall well written

• Two completely novel contributions

• Elaborate appendix & ablation experiments

• Little analysis on generalization gap between XNLI and Tatoeba

• Train data not open-sourced

• No significance anywhere

• Simple BiLSTM encoder a bit naïve



Future 
research

• Replace LSTM encoder

• Word-level capabilities



XLM BERT (LAMPLE ET AL., 2019)
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