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We have models like InferSent which worked well for
sentence embeddings and are simple and
straightforward.

But they need a lot of annotated data.
The are also models that don’t need annotated data.

But they need a lot of data and can be complex and
slow to train.

Using a self-supervised approach can take the best
from both worlds. How?

Discourse markers



An explicit discourse marker dataset
generator.

Use an unsupervised method to get sentence
embeddings.

Be good at it.

Provide a new task and dataset.



What is an Explicit Discourse Relation?

[l wore a jacket] because [it was cold outside].
S1 marker S92

Because [it was cold outside], [| wore a jacket].
marker S2 S1
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Dataset (BookCorpus)

Same Sentence (SS):

e [l wore ajacket] because [it was cold outside].

Immediate Predecessor (IPS):
e Because [it was cold outside], [| wore a jacket].

Non-adjacent previous sentence (NAPS):

e [l wore ajacket], which my sister gave to me, because

[it was cold outside].
Sentence that follows (FS):

e [It was cold outside]. So [| wore a jacket]

1. Choice of Discourse Markers
a. Atleast 1% inthe overall corpus
2. Stanford CoreNLP dependency parser
a. 91% of instances
3. Length-based Filtering
a. Lessthan5
b. More than 50
c. Ratio of morethan5



Outcome:

4,706,292 pairs of sentences for 15
discourse markers.

Train: 90%
Validation: 5%
Test: 5%

With no supervision!



Marker Extracted Pairs  Percent (%)

and 818,634 21.1
as 761,330 19.6
when 5525410 14.2
but 508,648 13.1

if 491,394 12.6
before 268,787 6.9
while 120,231 3.1
because 116,444 3.0
after 84,330 2.2
though 61,023 1.6
SO 57,816 1.5
although 13,933 04
still 11,125 0.3
also 10,026 0.3
then 8,414 0.2
Total 4,706,292 100.0

Table 1: Number of pairs of sentences extracted
from BookCorpus for each discourse marker and
percent of each marker in the resulting dataset.




e Implicit vs. Explicit Prediction Task
e Implicit Relation Prediction Task
e SentEval (Conneau et al. (2017)):

O

sentiment analysis (MR, SST)
o  question-type (TREC)

o product reviews (CR)

o subjectivity-objectivity (SUBJ)
o opinion polarity (MPQA)

o entailment (SICK-E)

o relatedness (SICK-R)
Paraphrase detection (MRPC)

o

e New Task: DIS, with a new dataset.

SDG, learning rate 0.1 with factor 5 annealing, 20
epochs, no dropout. Max pooling. 4096 hidden state

size.
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Marker All Books 8 Books 5
and 0.78/0.72 0.78 /0.78 0.79/70.81
but 0.73/0.71 0.79/0.72 0.80/0.75

because 0.36/0.45 0.37/0.50 0.38/0.55

if 0.75/70.79 0.80/0.78 0.81/0.81

when 0.62/0.61 0.7470.71 0.771710.77
SO 0.48/0.49 0.46/0.56 —
though 0.30/0.48 0.39/0.61 —
before 0.61/0.65 0.64/0.77 —
as 0.7770.68 — —
while 0.36/0.46 — —
after 0.42/0.55 — —
although 0.07/0.24 — —
still 0.21/0.42 — —
also 0.14/0.36 — —
then 0.12/0.31 — —_—

Overall \ 67.5 73.5 77.3

Table 4: Training task performance: Test recall / precision for each discourse marker on the classifica-
tion task, and we report overall accuracy.



Model | IMP  IVE

DisSent Books 57 40.7 86.5
DisSent Books 87 414 879
DisSent Books ALL' 429 87.6

InferSent (Conneau et al., 2017) 384 84.5

Patterson and Kehler (2013) — 86.6
Word Vectors (Qin et al., 2017) 36.9 748

Lin et al. (2009) + Brown Cluster | 40.7 —

Adversarial Net (Qin et al., 2017) | 46.2 —_

Table 5: Discourse Generalization Tasks using
PDTB: Following the metric used in these litera-
ture, we report overall test accuracy for sentence
embedding models, as well as baselines and state
of the art for these task.

IMP = Implicit Prediction IVE = Implicit VS Explicit




Model | MR CR SUBJ] MPQA SST TREC SICK-R SICK-E MRPC DIS

Self-supervised training methods

DisSent Books 57 80.2 854 932 902 828 91.2 0.845 83.5 76.1 Dl
DisSent Books 87 798 850 934 90.5 839 93.0 0.854 83.8 76.1 80.2

DisSent Books ALLT | 80.1 849 93.6 90.1 84.1 93.6 0.849 83.7 75.0 9.9
Disc BiGRU — — 88.6 — — 81.0 — — 71.6 —

Unsupervised training methods

FastSent 70.8 784  88.7 80.6 — 76.8 — — 122
FastSent + AE 71.8 76.77  88.8 81.5 — 80.4 — — 112 —

Skipthought 76.5 80.1 93.6 87.1 820 922 0.858 82.3 73.0 70.1
Skipthought-LN 794 83.1  93.7 89.3 829  88.4 0.858 79.5 — —

Supervised training methods

DictRep (bow) 76.7 78.7  90.7 87.2 — 81.0 — — — —
InferSent 81.1 863 924 90.2 84.6  88.2 0.884 86.1 76.2 65.4

Multi-task training methods
LSMTL | 82.5 877 94.0 90.9 83.2 93.0 0.888 87.8 78.6 —

SentEval Tasks + DIS




Self-supervised methods provide a huge advantage in

COHCIUSiOn terms of getting a dataset.

and Provides a great tool to use in other tasks.
Persona]- thoughts Use in other languages.

Limitations of evaluation.

Provides a new task and dataset to evaluate.

This is how we got models for word embeddings,
which means this can be a good path for sentence
embeddings.




Future

We could check for more insight on the embeddings by checking
which neurons activates each marker.

Use other relations for the same purpose. Sentence order has been
used. Maybe use other relations like Punctuation marks. Although it

may not comprise semantic meaning it may show other interesting
structure relations.



GAME OF THRONES
SPOILER
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244909,-0.33862486,-0.0870798,-0.026211748,0.56132174,-0.40395403,0.10685888,-0.11074021,-0.058647204,0.3028984,0.05046169,0.03698826,0.09503919,-0.15625022,-0.3115803,-0.10267358,0.010712882,0.049197454,0.10978991,0.13569528,0.04174803,0.22446631,0.08756221,-0.15395011,0.13739316,0.1316683
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6855,-0.36869487,0.06587965,-0.0026976466,0.030155987,-0.09276434,-0.2706722,-0.32622775,-0.03910302,0.30943027,0.17664786,-0.0028777968,-0.03976197,0.08511219,-0.036930837,-0.057527874,0.22591855,-0.11930182,-0.296 1506 5,-0.032633338,0.09178356,0.2119106,0.28338075,-0.09963337,-0.29753473,0.1
2467438,0.18189389,0.13060583,0.067038424,-0.05136313,-0.22954927,-0.22405028,-0.09096571,-0.04527704,0.023153028,-0.13105522,0.16320546,-0.18892993,0.19802165,-0.019916514,-0.09083531,-0.0035231214,-0.2501814,-0.469375,-0.45530978,-0.24605505,-0.41469994,0.08228839,-0.08304912,0.14475161,0.37
519905,-0.039661314,-0.19777346,0.06621914,-0.2615272,-0.3234518,0.18862455,0.16814749,0.21958418,0.20300777,-0.3793724,0.07084962,0.5471289,-0.08723465,0.105474286,-0.08588482,-0.07683257,0.6105545,-0.12478775,-0.016726157,-0.23881696,-0.2356 76 75,-0.12061838,0.049196452,0.23175704,0.0483949
97,0.11563947,-0.48630086,-0.42046562,0.08007475,0.33812997,0.36662814,0.18724376,-0.047747213,0.04838747,-0.0013216883,0.4606061,0.42644775,0.0025579904,0.18130036,-0.1218195,-0.07321215,-0.3045664,0.3567824,-0.22488242,-0.11936792,0.059771907,-0.23098671,0.16963392,0.050802644,-0.05637927,
0.06459634,0.08757775,-0.24029396,0.68302566,0.066294275,-0.24274497,-0.20747693,-0.029574424,0.07611173,-0.03976336,-0.11428422,-0.03917731,-0.02262006,-0.3089127,0.12642501,-0.26746762,-0.19086081,0.13118106,-0.01236852,-0.038146198,-0.015523563,-0.15950401,-0.30840883,-0.020964345,0.4919780
8,0.48832238




Thank you very much.

Feel free to ask any question

(but don’t make it too hard)
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Word embeddings

Fixed sized vectors that
represent words;

They encode some semantic
and syntactic aspects of the
words;

Built using word windows or
dependencies.
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Word embeddings

e The embeddings have problems capturing polysemy;

e Itis not straightforward how to use embeddings to capture
sentence level semantics;

e In practice, different embeddings serve different applications.



Contextualized Word Representations

e Fixed sized vectors that represent words in context;
e The same word has different representations in different contexts;
e The contextualized word representation is a function of the word embedding

and the latent representation of the sentence.

He is a night owl
Majgic He is a night owl
More magic
He is a night owl




Deep Contextualized Word Representations

There is no reason for not
using a deep neural net
architecture and take many
layers to create the (deep)
contextualized word
representation.
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Embedding from Language Models - ELMo

e ELMo learns word representations that are dependent on context

e Learned language model: BI-LSTM

He is a night owl

He a night owl
Bi-L;STM
Weisj hted Wei_s.h.tﬁd_._._ _____We_i_sh_tﬁ_d_____ ____W?_i_Qih_tﬁ_d _________ Weighted
sum sum sum sum
He a; night owl







ELMo - Input

He
e Takes character embedding T
e Convolutional Layer
e Max Pool Layer [ 2-layer Highway Network]
e Highway Network T




ELMo - Language Model

e The word embeddings are fed to a

bi-Language Model modeled by a 2 e N - .
layer bi-LSTM ] — } — B
e The hidden state of all layers is ,*,@T ,_,@T —~ o ,_,@T |
used together with the word C m_—m_m_m [ ¢
embedding to create the N e B } —
contextualized word vector N N T N
e Trained using 30 million sentences. The cat is happy
al —
p(t1,ta, ..., tn) =D (logp(ts | t1,. .. tr-1;0q, © Lyrar, Os)
k=1

%
+logp(ty | ths1, -+ tN; Oz, O LsTr, Os) ).



ELMo - Language Model

i
Layer 2

d
Backward

m = B
Layer 1

LSTM  p



ELMo - supervised tasks

Caracter
enbeddings

Y

Raw
Document

CNN

A A

Max Pool

2 layer High
Way

Word
embedding
bi-LSTM <3 Task

! specific
bi-LSTM | model
C.W.V.
Unsupervised Supervised
< Fine tunning
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Experiments

Question Answering (SQUAD)
Textual Entailment (SNLI)
Semantic Role Labeling (SRL)
Coreference Resolution (Coref)
Named Entity Recognition (NER)
Sentiment Analysis(SST-5)



Experiments

Question Answering (SQUAD)
Textual Entailment (SNLI)
Semantic Role Labeling (SRL)
Coreference Resolution (Coref)
Named Entity Recognition (NER)
Sentiment Analysis(SST-5)



Results

INCREASE
TASK | PREVIOUS SOTA Our — ELMo+ — poorure/
BASELINE BASELINE RELATIVE)
SQuAD | Liu et al. (2017) 84.4 || 81.1 85.8 4.7/124.9%
SNLI Chen et al. (2017) 88.6 || 88.0 88.7 +0.17 0.7/5.8%
SRL He et al. (2017) 81.7 || 814 84.6 3.2/17.2%
Coref Lee et al. (2017) 67.2 || 67.2 70.4 3.2/9.8%
NER Peters et al. (2017) 91.93 +0.19 || 90.15 9222 +0.10 2.06/21%
SST-5 McCann et al. (2017) 53.7 || 514 54.7+£0.5 3.3/6.8%

SQUAD

Coref SRL

SST-5

. *
Parsing

85.8
+25%
i .

WX

Previous SOTA

.
%

¢
-

PRRRLLRKS

mE Baseline







Textual Entailment - SNLI

INCREASE
TASK PREVIOUS SOTA OUR ELMo + (ABSOLUTE/

BASELINE BASELINE RELATIVE)

SNLI | Chen et al. (2017) 88.6 || 88.0 88.7+0.17 0.7/5.8%

. SNLI (Accuracy)
Base line: ESIM: Yl

Small improvement; 2 15—
No significance test was reported;
Performance is consistently better 704112,
for different training set sizes. 601

80 1

50 -//

0.1% 1% 10% 100%



Textual Entailment - SNLI

Not current state of the art

Publication

Qian Chenetal."16
Peters etal.'18
Boyuan Pan et al. '18
Zhiguo Wang et al. '17
Yichen Gong et al. '17

Seonhoon Kim et al. '18

Model
600D ESIM + 300D Syntactic TreeLSTM (code)
ESIM + ELMo
300D DMAN
BiMPM Ensemble
448D Densely Interactive Inference Network (DIIN, code) Ensemble

Densely-Connected Recurrent and Co-Attentive Network

Zhuosheng Zhang et al. '18 SLRC

Qian Chenetal."17
Ghaeini etal. 18
Petersetal.'18

Yi Tay etal. 18
Chuangi Tan et al. 18
Boyuan Pan et al. '18
Radford et al. '18
Seonhoon Kim et al. '18

Xiaodong Liu et al. 19

KIM Ensemble

450D DR-BiLSTM Ensemble

ESIM + ELMo Ensemble

300D CAFE Ensemble

150D Multiway Attention Network Ensemble

300D DMAN Ensemble

Fine-Tuned LM-Pretrained Transformer

Densely-Connected Recurrent and Co-Attentive Network Ensemble

MT-DNN

7.7m
8.0m
9.2m
6.4m
17m
6.7m
6.1m
43m
45m
40m
17.5m
58m
79m
85m
53.3m
110m

IS5
G115
95.4
9512
923
93l
89.1
93.6
94.8
92l
BP0
9515
96.1
96.6
950,
96.8

Parameters Train (% acc) Test (% acc)

88.6
88.7
88.8
88.8
88.9
88.9
89.1
89.1
893
393
893
89.4
89.6
89.9
90.1
91.1



Semantic Role Labeling - SRL

INCREASE
TASK PREVIOUS SOTA OUR ELMo + (ABSOLUTE/

BASELINE BASELINE

RELATIVE)
SRL He et al. (2017) 81.7 || 81.4 84.6 3.2117.2%
e Strong improvement; - SBL (F1) -~
e No significance test was reported; 80 1 +108
e Performance is consistently better 70-
for different training set sizes. B0
50 [F18.
40 )
30 —— With ELMo
20 - l‘/ ---- Baseline

6 0.1% 1% 10% 100%



Semantic Role Labeling - SRL

e First LSTM layer captures syntactic
roles;

e Second LSTM layer captures
semantic roles;

| Word in

sentence

cat is happy EOS
i i i l Semantics
e e O el O Y in sentence
-+ -+ -
,’, — EBi i —> G}i ", —> @i i —> @i h1'happy @r_> g SyntaCtiCS
f = — \— 1 — in sentence
T A T A T A T xhappy Word




Semantic Role Labeling - SRL

Model

F1

Paper / Source

He et al., (2018) + ELMO 85.5 | Jointly Predicting Predicates and Arguments in
Neural Semantic Role Labeling

(He et al., 2017) + ELMo 84.6 | Deep contextualized word representations

(Peters et al., 2018)

Tan et al. (2018) 82.7 | Deep Semantic Role Labeling with Self-Attention

He et al. (2018) 82.1 | Jointly Predicting Predicates and Arguments in
Neural Semantic Role Labeling

He et al. (2017) 81.7 | Deep Semantic Role Labeling: What Works and

What’s Next
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Future Research

CoVe

ELMo

ENT

ULMFIT

GPT

BERT

GPT-2

Base model

seg2seq NMT
model

two-layer
biLSTM

two-layer
biLSTM

AWD-LSTM

Transformer
decoder

Transformer
encoder

Transformer
decoder

pre-training

supervised

unsupervised

semi-

supervised

unsupervised

unsupervised

unsupervised

unsupervised

Downstream

tasks

feature-based

feature-based

model-based

model-based

model-based

model-based

model-based

Downstream
model
task-specific
task-specific
task-specific / task-
agnostic
task-agnostic
task-agnostic

task-agnostic

task-agnostic

Fine-tuning

/

all layers; with various
training tricks

pre-trained layers + top
task layer(s)

pre-trained layers + top
task layer(s)

pre-trained layers + top
task layer(s)




Personal Analysis

e Quite a complex architecture;

e Why bi-LSTMs? Why two layers?

e No statistical significance study made on the results;

e No need for annotated data

e “Plug and play” embeddings = Transfer Learning

e Interesting findings on syntactic and semantic modeling.



Resources

https://arxiv.org/abs/1802.05365

https://www.mihaileric.com/posts/deep-contextualized-word-representations-elmo/
https://www.analyticsvidhya.com/blog/2019/03/learn-to-use-elmo-to-extract-features-from-text/
https://towardsdatascience.com/review-highway-networks-gating-function-to-highway-image-classification-5a33833797b5
https://towardsdatascience.com/besides-word-embedding-why-you-need-to-know-character-embedding-6096a34a3b10
https://arxiv.org/pdf/1609.06038.pdf

https://lilianweng.github.io/lil-log/2019/01/31/generalized-language-models.html

http://jalammar.qgithub.io/illustrated-bert/

https://nlpprogress.com/

http://ruder.io/nlp-imagenet/

COXXNOORWOWN =

—



https://arxiv.org/abs/1802.05365
https://www.mihaileric.com/posts/deep-contextualized-word-representations-elmo/
https://www.analyticsvidhya.com/blog/2019/03/learn-to-use-elmo-to-extract-features-from-text/
https://towardsdatascience.com/review-highway-networks-gating-function-to-highway-image-classification-5a33833797b5
https://towardsdatascience.com/besides-word-embedding-why-you-need-to-know-character-embedding-6096a34a3b10
https://arxiv.org/pdf/1609.06038.pdf
https://lilianweng.github.io/lil-log/2019/01/31/generalized-language-models.html
http://jalammar.github.io/illustrated-bert/
https://nlpprogress.com/
http://ruder.io/nlp-imagenet/

Q&A






