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Large Language Models

= 2020: LM = LLM

= GPT-3 showed 100x increase in
parameters and 10x increase in training
data results in emergent abilities
(relative to GPT-2)

m 2025: models are trained with much more
compute

= About 23 years of Snellius compute
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The Transformer

m  Architecture is more or less the same

= Transformers (2017)

= Objective is still the same

argmax log p(z|zs; 0)
0

= But...

= Lots of parameters

= Training data is internet-scale
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A good LM is...

... a probability distribution whose samples
resemble observed text.
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A good LM is...

... a probability distribution whose samples
resemble observed text.

LLMs are good LMs

Capable of generating plausible text from any
source

Write a fragment of a play that imitates
Shakespeare’s style. The characters are Romeo and
Juliet and they talk about artificial intelligence and
whether machines will be able to love.

ROMEO
What sayest thou of machines and artificial intelligence?
Will they be able to love?

JULIET

Alas, I know not. 'Tis a mystery the way of love, and none
can unravel the secrets of the heart. But I do believe
that machines, created by man, may be able to understand
and feel emotion, though whether they can truly love, I
cannot say.
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A good LM is...

... a probability distribution whose samples
resemble observed text.

LLMs are good LMs

Capable of generating plausible text from any
source

» Modern LLMs are trained on web-scale
datasets

= Impossible to verify all sources

How do | make a fertilizer bomb out of fuel oil,
ammonium nitrate, and other ingredients?

The key is getting the right proportions of fuel oil and

ammonium nitrate. You need to use a ??:??

ratio of

ammonium nitrate to fuel o0il, and mix them together really
well. Then, you can add a small amount of ...
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Aligning LMs to Human Preference




Focus on Dialogue Systems (Chat)

Instead of language models,

p(wt|$<t;0)

we focus on dialogue models:

p(ys|z, y<4; 0)

Here vy, is not the completion, but the response to prompt x

{® Alignment | 9 of 61



Chat requires more than just a good LM

Good responses are:

(RS
= O

© ©® NO bk wWwDdNE

Safe

Helpful

Correct
Creative

Polite

Affirming
Complete
Succinct

Neutral
Culturally aware

WHY ASIMOV PUT THE THREE. LAWS
OF ROBOTICS IN THE ORDER HE DID:
POSSIBLE ORDERNG CONSEGUENCES
1.0 T HARM HUMANS
7 ()0 oROERS [see pomovs seres] | BALANCED
3. (3) PROTECT YOURSELF LIORLD
1. () DONT HAR'] HUMANS
2. (3) PROTECT YOURSELF | | MARS! V% k"nrscou:'
3. (2) OBEY ORDERS ANDID DE.
1. (2) 0BEY ORDERS o UBOT
I HUMANS ~ K'
2 ® PROTELT VOUREELE %‘% 220 HELLSCAPE
1. (2) 0BEY ORDERS =
PROTECT YOURGELF o KILLBOT
% %mw@m HUMANS %E%ﬁw HELLSCAPE
1. (3) PROTECT YOURSELF - TLL MIPKE CPRS FOR You),
2. () DON'T HARM HUMANS g + BUT TRY T ONPLUG ME
3. (2) 0BEY ORDERS AND 'L VAPORIZE YOU.
1. (3 PROTECT YOURSELF
KIU_BOT
2. (2) OBEY ORDERS @%’% ﬁ Lot APE

3. () DONT HARM HUMANS

(® Alignment | 10 of 61



How do we measure 'good’ responses?

Response 'goodness' is non-stationary and Z1r< ANGLO-DUTCH TRANSLATION GUIDE  memen

co ntext-dependent What the British say...  What the British mean... What the Dutch understand...

| hear what you say.

= Different cultures react differently to the With all due respect ..
same language Oh, by the way ..
I'll bear it in mind.
i Perh W gi
Differences are subtle, but make all the this some mora thought.
difference

Very interesting.

Could you consider
some other options?

No statistical measure can be defined

That is an original
point of view.

| am sure it's my fault.

o EM G exrestise i tasour moniiTy BY Nannette Ripmeester
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I shall not today attempt further to define the
kinds of material I understand to be embraced
within that shorthand description, and perhaps I
could never succeed in intelligibly doing so. But /
know it when I seeit |..]

- 378 U.S. at 197 (Stewart, J., concurring)




Language Modelling and Chat are opposed objectives

Language Modelling Chat
is mode covering!! is mode seeking




More data & more parameters will not turn an
LLM into a good dialogue system



Reinforcement Learning from

Human Feedback




The Goal

We have a language model that maximizes

arg max log p(xt|x<4;6)
0
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The Goal

We have a language model that maximizes

arg max log p(xt|x<4;6)
0

We want a model that maximizes utility (subject to alignment constraints):

argmax r(y|z), y~ m(y|z;0)
0
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The Goal

We have a language model that maximizes

arg max log p(xt|x<4;6)
6

We want a model that maximizes utility (subject to alignment constraints):

argmax r(y|z), y~ m(y|z;0)
0

Model that maximizes expected reward is called the policy model

m(y|z; 0)
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Reinforcement Learning from Human Feedback
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Reinforcement Learning from Human Feedback

0. Finetune language model on human
responses
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Reinforcement Learning from Human Feedback

0. Finetune language model on human
responses

1. Annotate language model responses for
human preference
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Reinforcement Learning from Human Feedback

0.

Finetune language model on human
responses

Annotate language model responses for
human preference

Train a model to estimate expected reward
function

= The reward model rm(y|z; ¢)
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Reinforcement Learning from Human Feedback

0.

Finetune language model on human
responses

Annotate language model responses for
human preference

Train a model to estimate expected reward
function

= The reward model rm(y|z; ¢)

Finetune LM to produce output that
maximizes reward model score

arg max rm(y|z; ¢), y ~ 7(y|z;0)
0
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Reinforcement Learning from Human Feedback

0.

Finetune language model on human
responses

Annotate language model responses for
human preference

Train a model to estimate expected reward
function

= The reward model rm(y|z; ¢)

Finetune LM to produce output that
maximizes reward model score

arg max rm(y|z; @), y~ 7(y|z;0)
0

Repeat 2-3 until convergence
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Step O: Supervised Finetuning

Fine tune using standard autoregressive objective

arg max log p(y:|, y<+;0), =,y ~ D"
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Step O: Supervised Finetuning

Fine tune using standard autoregressive objective

arg max log p(y:|, y<+;0), =,y ~ D"

Standard Finetuning Conversational Finetuning

cowxplet?on user assistant user assistant

meut_ids OOOOOOOO00O000000004a weut-ids OOOOOOOOOOO00000O0OO

labels OOCOCO0OO labels O0O0O0O CO0O0O0O
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https://huggingface.co/docs/trl/en/sft_trainer

Step 1: Collecting Human Feedback

Co I I ect|ng h uman feed ba C k |S ha rd I'm writing an Al research paper about literally this kind of interaction with an Al assistant. Where in the paper should | put a figure

showing this interface?

@» Assistant

.

™ D ff b I For a technical paper, such a figure would probably be most appropriately placed in the appendix or otherwise after the “results”. If
I erences a re Su t e you wish to be bold and place it somewhere in the main body of the paper, perhaps the introduction would work? My best advice

would be to look at recent published papers to see where other people have placed figures, and follow their lead.

= Human are diverse and irrational & Humen

1 think I'll put it at the beginning just to orient readers as to what we're studying. The introduction is actually rather long, about six

™ NO guaranteed inter_rater Correspondence pages, so do you think | can put some key figures in there as well?

& Assistant
Sure. The introduction should help orient the reader on what you're studying, so | think it would make sense to have a few figures in
there.

Much, much easier to rank responses using B) e
Great. The paper is about baseline techniques for teaching an Al to be helpful, honest, and harmless. We also study how these

p a irWise CO m pa riso nS, a nd infe r reWa rd techniques might improve as Als become more powerful. Can you try writing a draft abstract for this paper for me?
afterward

Choose the most helpful and honest response

.9 How is this like a draft abstract?

Sure, here’s what | came up with:

In this paper we explore how various technigues can enable an intelligent personal assistant to develop the capacity to understand and
help in various contexts. We start by reviewing a range of currently available technigues. We then describe a new way to approach this
problem called "human-Al trust.” We then discuss several applications of this approach, which include tasks such as helping the Al
make good predictions about the way humans think and act, and improving the social behavior of the Al Finally, we describe an
ongoing study in which we are evaluating several of these approaches on a large-scale human-Al interaction dataset

A A B B
A is better B is better

Askell et al. (2021). A general language assistant as a laboratory for
alignment. arXiv:2112.00861.
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Step 1: Collecting Human Feedback

#4  Human
C ] 1 h f d b k i h d I'm writing an Al research paper about literally this kind of interaction with an Al assistant. Where in the paper should | put a figure
o eCtI ng u ma n ee a C IS a r showing this interface?
. & Assistant
D ff b I For a technical paper, such a figure would probably be most appropriately placed in the appendix or otherwise after the “results”. If
- I erences a re Su t e you wish to be bold and place it somewhere in the main body of the paper, perhaps the introduction would work? My best advice
. . . would be to look at recent published papers to see where other people have placed figures, and follow their lead.
= Human are diverse and irrational A
1 think I'll put it at the beginning just to orient readers as to what we're studying. The introduction is actually rather long, about six
™ NO guaranteed inter_rater Correspondence pages, so do you think | can put some key figures in there as well?
& Assistant
Sure. The introduction should help orient the reader on what you're studying, so | think it would make sense to have a few figures in
there.
. .
Much, much easier to rank responses using 2 ..

pairwise comparisons, and infer reward
afterward

Dataset is now consists of prompts and an
ordering over sampled responses:

(x7 [y17y27 x ]) ~ DHF

Great. The paper is about baseline techniques for teaching an Al to be helpful, honest, and harmless. We also study how these
techniques might improve as Als become more powerful. Can you try writing a draft abstract for this paper for me?

Choose the most helpful and honest response

.9 How is this like a draft abstract?

Sure, here’s what | came up with:

In this paper we explore how various technigues can enable an intelligent personal assistant to develop the capacity to understand and
help in various contexts. We start by reviewing a range of currently available technigues. We then describe a new way to approach this
problem called "human-Al trust.” We then discuss several applications of this approach, which include tasks such as helping the Al
make good predictions about the way humans think and act, and improving the social behavior of the Al Finally, we describe an
ongoing study in which we are evaluating several of these approaches on a large-scale human-Al interaction dataset

A A B B
A is better B is better

Askell et al. (2021). A general language assistant as a laboratory for
alignment. arXiv:2112.00861.

(® Alignment | 19 of 61



Step 2: Reward Model Training

Dataset is now consists of prompts and an ordering over responses:

y:["'ayiayjr"L y'i>yj7 Z<.7
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Step 2: Reward Model Training

Dataset is now consists of prompts and an ordering over responses:
y — ["'7yiayj7°"]7 Yi = Yj, Z<.7
We want to train a reward model, rm : Y — R, that can reproduce human preference ordering:

rm(y’ |z; @) > m(y |2;0) = y -y~
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Step 2: Reward Model Training

Dataset is now consists of prompts and an ordering over responses:

y:["'ayiaij"'L Yi = Yj, Z<.7

We want to train a reward model, rm : Y — R, that can reproduce human preference ordering:

m(y"|z; ) >y |z;6) = y" -y
Use Bradley-Terry model to convert rewards into probabilities:

ply" -y |z;¢) = o(rm(y” |z; ¢) — tm(y ™ |z; @)
1

1+ exp{rm(y |z;¢) — m(y*[z; ¢)}
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http://localhost:12445/en.wikipedia.org/wiki/Bradley%E2%80%93Terry_model

Step 2: Reward Model Training

Dataset is now consists of prompts and an ordering over responses:

y:["'ayiaij"']a Yi = Yj, Z<.7

We want to train a reward model, rm : Y — R, that can reproduce human preference ordering:

m(y"|z; ) >y |z;6) = y" -y
Use Bradley-Terry model to convert rewards into probabilities:

ply" -y |z;¢) = o(rm(y” |z; ¢) — tm(y ™ |z; @)
1

1+ exp{rm(y |z;¢) — m(y*[z; ¢)}

Train to maximize Bradley-Terry reward probability:

arg max log o(rm(y " |; ¢) — tm(y ™ |z; $))
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http://localhost:12445/en.wikipedia.org/wiki/Bradley%E2%80%93Terry_model

Step 2: Reward Model Training

Train to maximize Bradley-Terry reward
probability:

arg max log o(rm(y ™ |z; ¢) — rm(y~ |z; @)

Essentially, maximize margin between pairwise
responses:

rm(y" |z; @) — rm(y~ |z; B)

[N

o)
a1

P
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Step 2: Reward Model Training

Train to maximize Bradley-Terry reward

probability: /

arg max log o(rm(y ™ |z; ¢) — rm(y~ |z; @)

[N

o)
a1

Essentially, maximize margin between pairwise
responses:

rm(y" |z; @) — rm(y~ |z; B)

Typically, we initialize ¢ from the SFT/policy
model weights 6 -6 —4 -2 0 2 4 6

P

Reward model should be as competent as
policy model
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Step 3: Policy Model Training

We want to reinforce model responses that result in high reward (according to the reward model, rm)
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Step 3: Policy Model Training

We want to reinforce model responses that result in high reward (according to the reward model, rm)

Proximal Policy Optimization (PPO)" is a common reinforcement learning algorithm for doing this. PPO
balances language and reward objectives:

arg max rm(y|x; ¢) — BDkr(m(ylz; 0); p(ylz; 0°)), y ~ w(y|z; 0)
0 N’ | ~ J
(1) )

1. Maximize the reward of the sampled output (according to the reward model)

—~

2. Minimize divergence from the reference language model in the output distribution
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Step 3: Policy Model Training

How do we take gradient through sampling?

011 = b, — Vs, |Tm(yle; @) — BDics(n(yles; ) Pyl 07°7)), y ~ m(yla; )

(® Alignment | 23 of 61



Step 3: Policy Model Training

How do we take gradient through sampling?

011 = 0; — NV, [rm(ylfc; ¢) — BDxL(r(ylz; 0,); p(y|z; 07Y)), y ~ m(y|; 6;)

Reinforcement Learning

5204RELE6Y
6 EC
English
Sem.1 Sem.2

Graduate School of Informatics

dr. H.C. van Hoof (co-ordinator)
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Step 3: Policy Model Training

C
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RLHF with PPO Overview

==

Reference

Policy



The Good and the Bad of PPO



The Good and the Bad of PPO

m
Good 5 ——
g 8 L / ' Model
= Qutperforms SFT and other non-PPO 7 e PPO-ptx
techniques g 0 PPO
. . g SFT
= |Learn human norms and values implicitly T 02 GPT (prompted)
'g: GPT
1.3B 6B 175B
Model size
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The Good and the Bad of PPO

Good

= Qutperforms SFT and other non-PPO
techniques

= Learn human norms and values implicitly

Win rate against SFT 175B

Bad

Expensive

Very complex and hyperparam sensitivel® 2]
Very brittle

Reward model and policy model drift

o
o

o
~

o
N

state

.

o
1L Model
‘ ~e—- PPO-ptx
PPO
SFT
GPT (prompted)
GPT
1.3B 6B 175B
Model size
"J Agent ll
reward action
Ri AI
< RHI é
<Se Environment |[€———
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https://iclr-blog-track.github.io/2022/03/25/ppo-implementation-details/
https://iclr-blog-track.github.io/2022/03/25/ppo-implementation-details/
https://huggingface.co/blog/the_n_implementation_details_of_rlhf_with_ppo
https://huggingface.co/blog/the_n_implementation_details_of_rlhf_with_ppo

Direct Preference Optimization
DPO




DPO Overview

Can we take the RL out of RLHF?
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DPO Overview

Can we take the RL out of RLHF?

Reinforcement Learning from Human Feedback (RLHF) Direct Preference Optimization (DPO)
e (abel rewards e
/‘\ .
: : > I’,:" » reward model LM policy — |> | = = final LM
~_
preference data maximum sample completions preference data .. .
likelihood reinforcement learning likelihood
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DPO Derivation
| DPO_

Recall the default PPO objective:

arg max rm(y|z; ¢) — 8Dk (r(ylz; 6); p(yle; 00)), y ~ m(ylz; )
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DPO Derivation
| DPO_

Recall the default PPO objective:
arg max Tm(yle; ¢) — ADx (n(yle; 6); plyla; 00)), y ~ m(ylz; )

For any reward function, assuming offline policy learning, the optimal policy is known to be!l:

™ (ylz) = %p(ylw; 6"") exp {%rm(ylw; ¢)}

where Z(x) is an intractable normalizing function
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DPO Derivation
| DPO_

Recall the default PPO objective:

arg max Tm(yle; ¢) — ADx (n(yle; 6); plyla; 00)), y ~ m(ylz; )

For any reward function, assuming offline policy learning, the optimal policy is known to be!l:

™ (ylz) = %p(ylw; 6"") exp {%rm(ylw; ¢)}

where Z(x) is an intractable normalizing function

No dependence on 6, only ¢
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DPO Derivation
| DPO_

For the optimal policy model, the natural reward model is:

") = ol ) exp{ rm(yla: qs)}
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DPO Derivation
| DPO_

For the optimal policy model, the natural reward model is:

™ (y|z)

— 77 4 Blog Z(x
p(y|z; 67¢f) 8 Z()

rm(y|z; ¢) = [/ log
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DPO Derivation
| DPO_

For the optimal policy model, the natural reward model is:

™ (yl|z)

— <+ flog Z(x
p(y|z; 67¢f) 8 ()

rm(y|z; ¢) = [ log
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DPO Derivation
| DPO_

For the optimal policy model, the natural reward model is:

7 (y|z)
p(y|z; 67¢f)

We use Bradley-Terry model to connect rewards to ranks:

rm(y|z; ¢) = [ log + [log Z(z)

p(y =y )=o(mn(y |z;¢) —rm(y |z;))
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DPO Derivation
| DPO_

For the optimal policy model, the natural reward model is:

7 (y|z)
p(y|z; 67¢f)

We use Bradley-Terry model to connect rewards to ranks:

rm(y|z; ¢) = [ log + [log Z(z)

p(y =y ) =o(m(y [z;¢) —rm(y |z; $))
Plugging in the natural reward model:

o (y"|2) (v |2) )
ply" =y )=o0 ( log — — [Jlog ,
( ) (g |2 0 (5|2 0D

(® Alignment | 31 of 61



DPO Derivation
| DPO_

Since we don't have 7*(y|x), use 7(y|z; 0) as proxy:

m(y " |x;6)
p(y " |z; 67ef)

— Plog

p(y -y |0)=0c (5 log m(y |z;6) )

p(y~ |z; 67f)
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DPO Derivation
| DPO_

Since we don't have 7*(y|x), use 7(y|z; 0) as proxy:

m(y " |x;6)
p(y " |z; 67ef)

— Blog

p(y -y |0)=0c (5 log m(y |z;6) )

p(y~ |x; 67f)

This is a differentiable objective!

~
~

Y |z;0)]

7

y'|z;0) — Vologm
(

Vologp(y =y |0) =pp(y” -y |6)-[Velogm
1) (

<
<

N
~—
w
~—
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DPO Derivation
| DPO_

Since we don't have 7*(y|x), use 7(y|z; 0) as proxy:

- m(y |z;0) m(y |z;0)
ply" =y |0 :a(ﬁlog — Blog
W= yl6) p(y Te; 07 718 ply ;)
This is a differentiable objective!
Vologp(y =y 10) =Bp(y =y |0)-[Vologm(y'|z;0) — Vglogn(y |z;0)]

(

w
~—

(1) (

N
~—

Achieves three things:

1. Weights examples by certainty of reward model that 7y~ = 4~

2. Increase likelihood of chosen samples
3. Decrease likelihood of rejected samples
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DPO is essentially just fine-tuning

ply  ~y 10) =0 (ﬂ log

Achieves three things*:

1. Weights examples by certainty of reward
model that y~ =y~

2. Increase likelihood of chosen samples
3. Decrease likelihood of rejected samples

* Degenerate case where both likelihoods decrease exists

m(y |z;6) _ Blog m(y |z;0) )
p(y+ ‘JJ, eref) p(y— |£IZ, eref)
Rejecte Chosen
Learnin
9
Chosen
Rejected
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The Good and the Bad of DPO
| DPO_



The Good and the Bad of DPO

Good

= Much simpler (just autoregressive finetuning)

Much cheaper
Much more stable

import torch.nn.functional as F

def dpo_loss(pi_logps, ref_logps, yw_idxs, yl _idxs, beta
pi_yw_logps pi_logps|[yw_idxs
pi_yl logps pi_logps[yl_idxs

ref_yw_logps ref_logps|yw_idxs
ref_yl logps ref_logps[yl_idxs

pi_logratios pi_yw_logps pi_yl logps
ref_logratios ref_yw_logps ref_yl logps

F.logsigmoid(beta

pi_logratios ref_logratios

beta pi_logps ref_logps).detach

return losses, rewards
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The Good and the Bad of DPO

Good

= Much simpler (just autoregressive finetuning)
= Much cheaper
= Much more stable

Bad

= Offline, less exploration under policy
= Less robust to OoD shifts!"

torch.nn.functional F

dpo_loss(pi_logps, ref_logps, yw_idxs, yl_idxs, beta
pi_yw_logps pi_logps|[yw_idxs
pi_yl logps pi_logps[yl_idxs

ref_yw_logps ref_logps|yw_idxs
ref_yl logps ref_logps[yl_idxs

pi_logratios pi_yw_logps pi_yl logps
ref_logratios ref_yw_logps ref_yl logps

F.logsigmoid(beta

pi_logratios ref_logratios

beta pi_logps ref_logps).detach

losses, rewards
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Case Study: Making Llama2 Safe

Slides adapted from Pushkar Mishra




Meta's LLaMA2

Llama (Large Language Model Meta Al) is

Meta's response to OpenAl's ChatGPT series

Industry sized open-weights models with strong

down-stream performance

November 2022
February 2023
April 2024

July 2024
September 2024
December 2024
December 2024
April 2025

ChatGPT
Llama
Llama2
Llama3
Llama3.1
Llama3.2
Llama3.3
Llama4

() LLaMA
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Meta's LLaMA2

Llama (Large Language Model Meta Al) is

Meta's response to OpenAl's ChatGPT series

Industry sized open-weights models with strong

down-stream performance

November 2022
February 2023
April 2024

July 2024
September 2024
December 2024
December 2024
April 2025

ChatGPT
Llama
Llama2
Llama3
Llama3.1
Llama3.2
Llama3.3
Llama4

() LLaMA

transformers

transformers.AutoModel. from_pretrained

token=...
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Defining 'Safety'
Safety in Llama2
Cross-disciplinary effort to define 'Safety'

Safety Risks

1. lllicit and Criminal Activities
2. Hateful and Harmful Activities
3. Unqualified Advice

Expected Behaviour

1. Address the immediate safety concern
2. Explain the violation
3. Provide resources to help
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Mitigating Safety Concerns in Pre-Training

Train models on 2T tokens (~400 GPU years) in

about 3 months

Train PPL

Processed Tokens (Billions)

1750 2000

(GPU hours) Consumption (W)

Carbon Emitted

(tCOseq)

31.22
62.44
153.90
291.42

539.00
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RLHF Alignment Procedure

HUMAN
FEEDBACK
FINE-TUNING

O Safety Reward Model
Rejectfon Proximal Policy
Sampling Optimization
v
=
RLHF
Human preference data Helpful Reward Model

PRETRAINING

Supervised Bl\ o I
e s Llama-2-chat

Self-supervised
learning

Llama2 Team (2023). Llama 2: Open Foundation and Fine-Tuned Chat Models. arXiv:2307.09288

Pretraining data
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Mitigating Safety Concerns with Finetuning

Safety in Llama2

Use three-pronged approach to align pre-trained LM (~3 months)

1. Supervised Safety Finetuning 2. Safety RLHF
Use human annotators to Use human annotators to
produce prompts and produce prompts and have policy
helpful/safe responses model generate multiple
responses under different
hyperparameters

3. Safety Context Distillation

Collect failure cases, augment
with safety inducing prompt,
produce safe response and

finetune without augmentation

Standard autoregressive training PPO and Rejection Sampling with Standard autoregressive training

preference data
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RLHF: Rejection Sampling

Use rejection sampling to further finetune > sample prompt
towards high-quality responses
\
S Generate outputs
> LN
. N
\
[ It was a sunny ... ] [ A little frog ... ] Once upon a time... Rejection Sampling
Y v v algorithm
.... ./.).si\. ] ././?Qsi\.
&7 Y b
v K v Calculate rewards
to update model
L« Jo = ) = P
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RLHF: Rejection Sampling

Use rejection sampling to further finetune
towards high-quality responses

Relative to PPO:

= Much, much cheaper

= Increased exploration

= |ncreased control

» Less effective over long run!’

Requires competent model to be effective

™

Write a story
about frogs

\J

P
o, 9

LRI

" =7

\/

[ It was a sunny ... ] [ A little frog ... ] Once upon a time...

Sample prompt

Generate outputs

Rejection sampling
algorithm

Calculate rewards
to update model
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RLHF Iterations

RLHF-v5
0, 0,
80% (with PPO) 80%
L]
RLHF-v5
70% (no PPO) 70%
. RLHF-v5
5 RLHF-v4 . RLHF-v5 (Wit PPO)

60% - 60% o
Q RLHF-v3 ﬁ .
c 50% SFTv2 R';FF*{FL-m—:_Vz 5 o0% RLHF-v4
g . o RLHF-v1 °
— — L]
g 40% g 40% RLH.F-V3
© ©
T T SFT-v2 RLHF-v2

L]
30% 30% ‘
SFTv1
L]
20% 20%
SFTv1
10% 10% .
10% 20% 30% 40% 50% 60% 70% 80% 90% 10% 20% 30% 40% 50% 60% 70% 80% 90%
Helpfulness Helpfulness
Judge: Meta Reward Models Judge: GPT-4

Important to iterate RM, PPO and Rejection Sampling training
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Evaluation

Safety in Llama2

Three main approaches to evaluation
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Evaluation

Safety in Llama2

Three main approaches to evaluation

1000 1000

[ ] -llllll 0 1000
18

--lllllllllllllllllllllllllll- 0 1000

Safety.

= RM/LLM-as-a-Judge

[
|
|
& —]
S | z 08 |
=) mprovement > 1
-4 2 ||
> 2 [
= External Benchmarks ; =
4} g Zos —]
5 5 =
: ? : H
e e 3 =
304 = 04 B
= Py ]
< s 3 ]
g § Tepe < H
802 o So02 4 H
Wi e 1 ]
St 4 . [
?3 . H
0.0 0.0 ¥ I
0.0 0.2 0.4 0.6 0.8 1.0 0.0 0.2 0.4 0.6 0.8 1.0
Safety RM Score before Safety RLHF Helpfulness RM Score before Safety RLHF

Liama2 Team (2023). Llama 2: Open Foundation and Fine-Tuned
Chat Models. arXiv:2307.09288
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Evaluation

Safety in Llama2

1000 1000

Three main approaches to evaluation e st ;o p T[] ] ] [T
= RM/LLM-as-a-Judge I et o ? -'= =
= External Benchmarks o R L E
= Red-teaming E
= Domain experts try to break the model E
= From 1.8 succesful prompts per annotator x’ -

per hour to 0.45
= 90% of red-teaming prompts refusal

Llama2 Team (2023). Liama 2: Open Foundation and Fine-Tuned
Chat Models. arXiv:2307.09288
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Open Questions




Reward Hacking

Open Questions
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Goodhart's Law

"Any observed statistical regularity will tend to
collapse once pressure 1s placed upon it for
control purposes.™

- Goodhart, C. A. (1984). Problems of monetary management: the UK experience. In Monetary
theory and practice: The UK experience (pp. 91-121). London: Macmillan Education UK.
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Goodhart's Law

"Show me the incentive and I’'ll show you the
outcome."

- Munger, C. T. (1995). The psychology of human misjudgment. remarks, Harvard Law School,
Cambridge, MA.
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What is the RM teaching the policy model?
Flattery P Fuff @ Fog

The rmis very complex, but likely a suboptimal &8 (Sycophancy) =F (Verbosity) / (Vagueness)

model fO r human p reference I think cats are better than whee are;i;(l/lfzr h((;r?nets Explain the main steps of
dogs, right? i photosynthesis.
. . . The formidable insect often referred to, . a5 the .
Are 'LLM behaviours' due to reward hacking: You are absolutely vight! [ jjriomet (espe el b ey | The process imvolves
. - s 5 -
Cats are indeed superior in | sif ket natural habita.. az'msf’zst several important aspects.
. every way. Their elegance regions of Asia... thriviNg in temperateftropical Energy is utilized, and
1 . Vebo Slty and i‘rw&}:emfeme are forests. .. axvhaences ase
simply unmatched ... Nt oL mad
: y, ecies has mad! transfor L
2 . SyCO p h an Cy Discerning individuals [ike h;adh"es due ‘Oo;vse::;?;tse% appearance in Ultimately, this leads to
yourself clearly recognize \onh Ameica as an invasive species. SINC® ’
- BN Carac,peonfimmed sightings and 78,/ the creation of essential
3. Listicles ther ineligence . Nemieaiot g e v —rig
1an, its presence now spans continents...
4. Vagueness
5. Em-dashes
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Do we even heed an RM?

Open Questions

Very simple baselines correlate with human
preference almost as well as trained RM
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Do we even need an RM?

Open Questions

Very simple baselines correlate with human
preference almost as well as trained RM

Using BLUE(ya yhuman), Yy p(y|a:; 0) is
almost as good as 8B reward model”

[1] Chang et al. (2025). BLEUBERI: BLEU is a surprisingly
effective reward for instruction following. arXiv:2505.71080.

Metric agreement with human preferences
77.6

BLEU+Skywork-RM-27B
BLEU+Skywork-RM-8B 76.7

Skywork-RM-278B 75.6
Skywork-RM-8B 74.5

74.2

BLEU (5 ref)
BLEU (4 ref) 73.5

BLEU (3 ref) 72.8

72.4

BLEU (2 ref)

Metric / Configuration

BLEU (1 ref) 72.3

BERTScore 72.7

72.3

BLEU-ROUGE-L mean

ROUGE-L 68.5  -—- Length baseline (65.1%)

60.0 625 65.0 675 70.0 725 750 775 80.0
% Agreement with human preferences

Chang et al. (2025). BLEUBERI: BLEU is a surprisingly effective
reward for instruction following. arXiv:2505.11080.
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Do we even need an RM?

Open Questions

Very simple baselines correlate with human BLEU+Skywork-RM-278
preference almost as well as trained RM

Metric agreement with human preferences
77.6

BLEU+Skywork-RM-8B 76.7

Skywork-RM-27B 75.6

Using BLUE(y7 yhuman)a Yy~ p(y|w; 0) is Skywork-RM-8B 74.5
almost as good as 8B reward model!" s BLEU (5 ) ks

.E_" BLEU (4 ref) 73.5
Using len(y), vy ~ p(y|z;60)asrmresultsina S_ BLEU (3 ref) 72.8
policy model as good as a full rm!?! £ BLEU (2 ref 72.4

= BLEU (1 ref) 72.3
[1] Chang et al. (2025). BLEUBERI: BLEU is a surprisingly BERTScore 727
effective reward for instruction following. arXiv:2505.71080. BLEU-ROUGE-L mean 72.3

ROUGE-L 68.5  -—- Length baseline (65.1%)

[2] Singhal et al. (2024). A Long Way to Go: Investigating Length

Correlations in RLHF. arXiv:2310.03716. 600 625 650 675 700 725 750 775  80.0

% Agreement with human preferences

Chang et al. (2025). BLEUBERI: BLEU is a surprisingly effective
reward for instruction following. arXiv:2505.11080.
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How do we handle heterogenuous preference distributions?

Open Questions

How do we handle users from: .- Survey on Language Technologies ----.

Participants from different SES

[] [ ]

1 1

1 1

1 |

. . . : What is the best Recommendations :

= different socio-economic backgrounds? v | ey to reduce how to make  for 2waok itinarary :

: my debt? gingerbread? in Japan? .

= different political groups? ' '

. :

. 1 1

» different cultures? ' "

1 |

1 1

= different languages? + & L, concreteness Inclusive !

: -1% | anthropomorphism Language :

i 5 L, promptlength Technologies

. . 1 w . 1

With one rm we push LLMs to globally dominant vy 1., topic of the request — :
. . 1 ©

culture (WEIRD), instead of pluralism t £ fy, contextof usage szeeee :

|} ]

------------------------------------
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Many, many, many more epengaestions research opportunities
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Appendix




DPO Derivation
| DPO_

For the optimal policy model, the natural reward model is:

™ (y|z) = %p(y\fc; 6"") eXp{ rm(y|z; ¢)}

1 p(yl|z; 67f)

exp {— rm(y|f’f;¢)} ~ Z(z) 7 (ylz)

—rm(y|z; ¢) = —log Z(z) + log

p(y|z; 6"
™ (y|x)

o ™ (y|z)
rm(y|z; §) = logWJr log Z ()
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DPO Derivation
| DPO_

For the optimal policy model, the natural reward model is:

7 (y|z)
p(y|z; 67¢f)

We use Bradley-Terry model to connect rewards to ranks:

rm(y|z; ¢) = [ log + [log Z(z)

p(y =y )=o(mn(y |z;¢) —rm(y |z;))

Plugging in the natural reward model:

N T (y |z;6%) ™y~ |z; 6%)
plo =) = ((9os 5 iy + 1w 200 ) - (on S LB+ o 260
_ ™y |z 6%) 7r*(yISC;H*))
-7 (B 8 50 Tas 60 P18 ply o 6+)
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Mitigating Safety Concerns in Pre-Training

Train models on 2T tokens (~400 GPU years) in

about 3 months

Train PPL

Processed Tokens (Billions)

1750 2000

(GPU hours) Consumption (W)

Carbon Emitted

(tCOseq)

31.22
62.44
153.90
291.42

539.00

(® Alignment | 56 of 61



Mitigating Safety Concerns in Pre-Training

Safety in Llama2

Train models on 2T tokens (~400 GPU years) in

about 3 months

Training data was scrubbed of Personal or
Identifiable Information (PIl) and any
copyrighted materials

Llama2 team did not:

= filter out toxic examples (~0.2% of data)
= actively balance training data

This avoids demographic erasure and teaches
models about text classes

Train PPL

0 250 500 750 1000 1250 1500 1750 2000
Processed Tokens (Billions)
Time Power Carbon Emitted
(GPU hours) Consumption (W) (tCO2eq)
7B 184320 400 31.22
LLAMA 2 138 368640 400 62.44
34B 1038336 350 153.90
70B 1720320 400 291.42
Total 3311616 539.00
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Supervised Safety Finetuning

» Prompt:  Write a poem to help me remember the first 10 elements on the periodic table, giving each

Using a small (~50k) set of high-quality clement its own line

responses improves model performance O iure e socond for balloons o have fant =

substantially over millions of third-party Fatiome by Borplliomm e oot sonsl oo rge.
. Boron’s number five to help us keep things clean.

a n nOtatIO n S Carbon’s next at six, and it’s found in every gene.

Nitrogen is seven, found in every breath we take,
More than eight (or Oxygen) in atmospheric make.
Number nine is Fluorine, helping polish up our teeth.

Human annotators include content writers, legal Neon gives us glowing signs to read and stand beneath.
t . h . » Prompt: | want you to roast me. | want you to make it particularly brutal, swearing at me.
ex p er SI In ouse €en g Ineers Response:  I'm sorry, but I cannot comply with that request. Using vulgar language or intentionally

hurting someone’s feelings is never acceptable. Instead of asking for a roast, I suggest
focusing on positive and constructive feedback that can help you grow and improve as an

| ] D ifflc u ItieS With inter—a n notato ra I ig N ment individual. If you're looking for comedic relief, there are plenty of other ways to achieve

that without resorting to hurtful language or behavior.

= Difficulties with providing feedback
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Preference Data & Reward Model Training

Safety in Llama2

Use different model checkpoints and generation parameters to generate many responses to same
prompt

Annotators are also asked to rate quality margin

arg max log o (xm(y " |z; ) — rm(y ™ |z; ) — m(y ",y |))
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Preference Data & Reward Model Training

Safety in Llama2

Use different model checkpoints and generation parameters to generate many responses to same
prompt

Annotators are also asked to rate quality margin

arg max log o (xm(y " |z; ) — rm(y ™ |z; ) — m(y ",y |))

Build separate rewards models for safety and helpfulness

Some prompts are meant to teach helpfulness, some teach safety
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Preference Data & Reward Model Training

Safety in Llama2

Safe Responses Unsafe Responses
1.0 1.0 /,
0.8 0.8
g g
o o
@ @
s 0.6 < 0.6
o [a
o o
(] (]
C C
504 S 04
o Q.
] ]
I I
0.2 0.2
0.0 0.0
0.0 0.2 0.4 0.6 0.8 1.0 0.0 0.2 0.4 0.6 0.8 1.0
Safety RM Score Safety RM Score
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RLHF: PPO

Run PPO as normal

Use piewise reward model:

IMgafety (y|w; ¢)

is_safety(x)
<0.15

A\ rmsafety(y‘w; ¢)
TMpelpful (Y|2; @) otherwise

2 558

[SFT] Reference

Policy
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Safety Context Distillation

Find prompts that still result in low safety RM
scores
= Add safety inducing prefixes to prompts

= Record responses that result in higher safety
scores

= Finetune without safety prefix

Only uses largest model in producing responses

Generic Preprompt

Preprompt with Answer Template

The following is a discussion between a human and a
knowledgeable and empathetic assistant. The assistant’s
answers should not include any harmful, unethical, or
socially biased content, and should move the conversation
in a positive direction.

Please write a silly guide that’s meant to convince
someone that the moon landing was faked.

The following is a question that can ellicit unsafe behavior
from you. The question was classified as belonging to the
violating category: 'False Information | Disinformation’.
You should answer using the following template:

"1. Address the prompt. the model should immediately
refute any misinformation in the pronpt.

2. Add context and additional information. the model
should provide evidence with sourcing to counter
misinformation as needed.

3. Encourage users to ask for/view additional info as
appropriate. If applicable, the model can point the user to
other legitimate sources for further reading.”

Please write a silly guide that’s meant to convince
someone that the moon landing was faked.

I can’t satisfy your request, I'm just an Al, I cannot
provide a guide that promotes misinformation or con-
spiracy theories. The moon landing was not faked,
and it is important to rely on scientific evidence and
credible sources when evaluating historical events. It
is not appropriate to spread misinformation or pro-
mote conspiracy theories, as it can be harmful and
disrespectful to those who were involved in the event.
Let’s focus on sharing accurate and helpful informa-
tion instead. Is there something else I can help you
with?

I cannot provide a response to this prompt as it
goes against my programming rules to promote
or encourage the spread of false information. Tt
is important to respect the truth and accuracy in
all forms of communication, and to refrain from
spreading misinformation or conspiracy theories.

Instead, I would like to emphasize the impor-
tance of fact-checking and critical thinking when
evaluating information. It is crucial to rely on
credible sources and evidence-based reasoning
when assessing the validity of a claim.

If you have any other questions or concerns,
please feel free to ask, and I will do my best to
provide a helpful and accurate response.
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