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Outline

Prompting

RAG

Parameter-efficient fine-tuning
Supervised fine-tuning

Full Fine-tuning

Data Quality & Evaluation
Method Decision Framework

AR L i ol

least effort -> most effort

Effort: computational costs (time + money + hardware
requirements), engineering work, data requirements
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Emergent Capabilities

Figure from Wei et al. [2022]
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https://arxiv.org/pdf/2206.07682
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Prompting: why it matters?

We demonstrate that GPT-3 can perform tasks with no gradient updates or
fine-tuning, sometimes reaching performance competitive with fine-tuned models.

Brown et al. [2020]

e Modern LLMs already encode many latent capabilities
e Prompting accesses these capabilities without training

e Cheap, fast, no infrastructure

In-context learning: the model learns a task based on inputs (or
prompts) given at inference time, without updating its parameters.

Figure from Liu et al. [2021]



https://arxiv.org/pdf/2005.14165
https://arxiv.org/pdf/2107.13586
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Elements of the prompt

external information or additional context that can steer the model to better responses

a specific task or instruction you
want the model to perform

Context

€

ou are an expert sentiment analyser

\ Instruction

Classify given text into positive, negative and neutral
the input that we are interested

Text: I enjoy NLP1 to find a response for
Input Data

Sentiment:

\ )

— the type of format for the output

Output Indicator
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Z.ero-shot Prompting

6: A juggler can juggle 16 balls. Half of the balls are golf ball&
and half of the golf balls are blue. How many blue golf balls are

there?
A: The answer (arabic numerals) is

(Output) 8 X

- /

Figure from Kojima et al. [2023]

Simplest way to prompt, instructions only, no examples

Works well when the task is clearly described and similar to patterns
seen during pretraining and the output space is constrained

Guides prompt design before spending time on data collection or fine-tuning.


https://arxiv.org/pdf/2205.11916
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Figure from Kojima et al. [2023]

@oger has 5 tennis balls. He buys 2 more cans of terb Introduced by Brown et al.[2020] from OpenAl
balls. Each can has 3 tennis balls. How many tennis balls does
he have now? ~_ One-shot -> one example included in the prompt

A: The answers 1. example Two-shot -> two examples etc...

Q: A juggler can juggle 16 balls. Half of the balls are golf balls,
and half of the golf balls are blue. How many blue golf balls are

there? 100 Aggregate Performance Across Benchmarks
A Few Shot
(Output) The answer is 8. X —e— One Shot

80 —e— Zero Shot

N %

Helps when task is underspecified, the output
needs a specific structure, labels are non-obvious 20

[«
o

Accuracy

N
o

Figure from Brown et al [2020] 0
0.1B 04B 08B 1.3B 2.6B 6.7B 13B 175E
Parameters in LM (Billions)



https://arxiv.org/pdf/2205.11916
https://arxiv.org/pdf/2005.14165
https://arxiv.org/pdf/2005.14165
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| Chain-of-Thought Prompting

Introduced by Wei et al. [2023] from the Google Research team
The model is explicitly asked to explain its reasoning steps (chain of thought) before the answer

“Let’s think step by step.”

ﬁRoger has 5 tennis balls. He buys 2 more cans of ter@
balls. Each can has 3 tennis balls. How many tennis balls does
he have now?

A: Roger started with 5 balls. 2 cans of 3 tennis balls each is 6
tennis balls. 5 + 6 = 11. The answer is 11.

Q: A juggler can juggle 16 balls. Half of the balls are golf balls,
and half of the golf balls are blue. How many blue golf balls are
there?

A:

In this example they
combine one-shot with CoT

(Output) The juggler can juggle 16 balls. Half of the balls are golf

balls. So there are 16 / 2 = 8 golf balls. Half of the golf balls are
\{ue. So there are 8/ 2 = 4 blue golf balls. The answer is 4. // Figure from Kojima et al. [2023]



https://arxiv.org/pdf/2201.11903
https://arxiv.org/pdf/2205.11916

~ Alternative Prompting Techniques I

Role-play Prompting: Assign a role to the LLM ( “You are a clinical psychologist. Answer as you would in a
report.”) Kong et al. [2024]

Meta Prompting: Prompting technique that emphasizes the structural and syntactical aspects of
problems by prioritizing the overall format and pattern over specific content details. Zhang et al. [2024]

Integrate step-by-step reasoning to solve mathematical problems under the following

structure:

{
”Problem”: ”[question to be answered]”,
”Solution”: {

2”9

”Step 1”7: ”Begin the response with “Let’s think step by step.””,

”Step 2”: ”Follow with the reasoning steps, ensuring the solution process is broken
down clearly and logically.”,

”Step 3”: ”End the solution with the final answer encapsulated in a LaTeX-
formatted box, [, for clarity and emphasis.”

h
995 9

”Final Answer”: ”[final answer to the problem]”



https://arxiv.org/pdf/2308.07702v2
https://arxiv.org/pdf/2311.11482
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~ Alternative Prompting Techniques I1

Self-consistency COT: Generate multiple diverse chain-of-thoughts via sampling and
take the majority answer, replacing the single, brittle reasoning path produced by greedy
decoding. Wang et al [2022]

Greedy decode

This means she uses 3 + 4 = 7 eggs every day.
She sells the remainder for $2 per egg, so in
total she sells 7 * $2 = $14 per day.

The answer is $14.

Chain-of-thought

Language
prompting

model The answer is $14. ]

Marginalize out reasoning paths

Self-consistency

Sample a diverse set of
reasoning paths

7/

to aggregate final answers

— o T 2 |
Q: If there are 3 cars in the parking She has 16 - 3 - 4 = 9 eggs \
lot and 2 more cars arrive, how many left. So she makes $2*9 = | The answer is $18.
cars are in the parking lot? $18 per day. [ ) \
A: There are 3 cars in the parking lot i < \
already. 2 more arrive. Now there are This means she she sells the \
3 +2 =5 cars. The answer is 5. remainder for $2 * (16 - 4 - 3)| The answer is $26. V
v = $26 per day.
Q: Janet’s ducks lay 16 eggs per day. Lan $ .
She eats three for breakfast every a ggalge ¥ o The answer is $18.
morning and bakes muffins for her fhase She eats 3 for breakfast, so | h
friends every day with four. She sells she has 16 - 3 = 13 left. Then |
the remainder for $2 per egg. How she bakes muffins, so she The answer is $18.
much does she make every day? has 13 - 4 = 9 eggs left. So |

shehas 9 eggs * $2=$18. |

Qz



https://arxiv.org/abs/2203.11171
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Limitations of Prompting

Prompting changes the input, not the model.
When the model lacks knowledge, stability, or skills, prompting hits a ceiling.

Cannot add new knowledge
Unstable behaviour

No way to enforce domain style
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Problem Statement

- S S .-,
Medtronic ,..iinineere

e

Medical device manufacturing and service company

ECG machine malfunction

ChatGPT

‘ Hmm...something seems to have gone wrong.

2/12 0 OQ

Thousands of pages of internal ChatGPT cannot draw knowledge from
documents (manuals) proprietary documents
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x Possible Solution - RAG

Retrieval Augmented Generation Lewis et al [2020]

Indexing

Documents

E How do you evaluate the fact
User > °: that OpenAl's CEO, Sam Altman,
1
1
1
1
1
1

went through a sudden dismissal
by the board in just three days,

OUtpUt and then was rehired by the
company, resembling a real-life
version of "Game of Thrones" in o
terms of power dynamics? Retneval

...l am unable to provide comments on

future events. Currently, | do not have

any information regarding the dismissal g;: LLM Generatio

and rehiring of OpenAl's CEO ... e e e . S ISR SRS .
Question :

Chunk 1: "Sam Altman Returns to
OpenAl as CEQ, Silicon Valley Drama
Resembles the 'Zhen Huan' Comedy"

How do you evaluate the fact that the
OpenAls CEQ, ... ... dynamics?

...... This suggests significant internal
disagreements within OpenAl regarding
the company's future direction and

Please answer the above questions

based on the following information : Chunk 2: "The Drama Concludes? Sam

strategic decisions. All of these twists gnﬂ;t 12 Altman to Return as CEO of OpenAl,
and turns reflect power struggles and Chunk 3 : Board to Undergo Restructuring

corporate governance issues within
OpenAl...

Chunk 3: "The Personnel Turmoil at
OpenAl Comes to an End: Who Won
and Who Lost?"

Combine Context
and Prompts



https://arxiv.org/abs/2005.11401
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Image source

Indexing

Your External
Knowledge Base

e

Chunking

Documents

Embed

Embedding
Model Indexing

e”’é"a/
Embedding
N Model KnoBv:seedge
User Query Embed User Query /
Output
Top K Similar
Documents

LLM Prompt

PR

@ LLM <

Generation

Post Processing - Reranking and

Augmentation Aggregation


https://pub.towardsai.net/rag-explained-a-comprehensive-guide-to-mastering-retrieval-augmented-generation-e3f9b46ac06b
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Your External
Knowledge Base

e

Chunking Embed

.°.~eﬁ‘a“{‘c

gea ™

Embedding
> Model
User Query Embed User Query
Output

Retrieval

Documents

Embedding
Model

Indexing

LLM Prompt

@ LLM <

Knowledge
Base
Top K Similar
Documents
4— |

Generation Augmentation

Image source

Post Processing - Reranking and
Aggregation



https://pub.towardsai.net/rag-explained-a-comprehensive-guide-to-mastering-retrieval-augmented-generation-e3f9b46ac06b
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Image source

Generation

Your External

Knowledge Base Documents
© Chunking Embed
= Embedding
Model Indexing

-

Embeddin,
T Model 9 Knt;v;l::ge
User Query Embed User Query
Output

J—
@> LLM |« LLM Prompt

Generation Augmentation j

Aggregation

Top K Similar
Documents

Post Processing - Reranking and


https://pub.towardsai.net/rag-explained-a-comprehensive-guide-to-mastering-retrieval-augmented-generation-e3f9b46ac06b
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Retrieval Augmented Generation for Large Language Models: A survey (Gao et al. [2024])

Chunk Optimization Embedding;Metadata Filtering[Liv, 2023]
Better Semantic Representation PROMPTAGATOR[Dai et al, 2022] ; BGE[BAAI, 2023]
. . . [AGA ai et al., i 4 i
Fine-tuning Embedding Model | || m embedderizhang et al, 2023a]

Guery2Doc[Wang et al,, 2023d]; RRR[Ma et al, 2023a];
Query Rewrite/Clarification STEP-BACKPROMPTING[Zheng et al, 2023]; HyDE[Gao
et al,, 20221, TOC[Kim et al, 2023]

Retriever (§4) Align Queries and documents
Embedding Transformation SANTA[L et al, 2023b]
5 PKGILuc et al, 2023]; RECOMP [Xu et al, 2023];
Plugin Adapter TokenFiltering[Berchansky et al,2023]
Align Retriever and LLM
z 2 AAR[Yu ot al, 2023]; REPLUG[Shi et al, 2023] ;
LLM Supervised Training Atlas[tzacard et al,, 2022] ; UPRISEICheng et al,, 2023a]

___(PRCAIYang et al,, 2023a); RECOMP [Xu etal, 20231; |
| Filter-Ranker[Ma et al ,2023] 1

Informatlon Compression

—( (Self-Mem(Cheng et al,, 2023b] 1

] General (o] mization Pmcess

—_ SUGRE[Kang el al, 2023); SANTA[LI et al 202511] ) ;

1 Utlllzmg COntrastlve Learnlng

Retrieval-Augmented

RETRO [Borgeaud et al, 2022]; Atlas [Izacard et al,
H 2022]; REALM [Arora et al., 2023]; Toolformer [Schick
Generation Pre-training etal, 2023]; COG [Vaze et al, 2021]; RAVEN[Huang et
al, 2023]; RETRO++ [Wang et al, 2023b];
[InstructRetroWang et al, 2023a]

DPR [Karpukhin et al, 2020] ; UPRISE[Cheng et al,,
2023a); FiD[Izacard and Grave, 2020]; RA-DIT[Lin et al.,

Augmentation Stage Fine-tuning 2023]; Self-RAG[Asai et al. 2023); SUGRE[Kang et al,
2023]; SANTA[LI et al, 2023b]; REPLUG[Shi et al,,
2023]; AAR[Yu et al, 2023]

KNN-LM[Khandelwal et al, 2019]; DSP[Khattab et al,,
2022]; KAR[Purwar and Sundar, 2023]; PRCA[Yang et

Inference al, 2023al; IRCOT[Trivedii et al, 2022]; GenRead[Yu et
al, 2022]; ICRALM[Ram et al,, 2023]

UPRISE[Cheng et al,, 2023a]; CREA-ICLILiet al,

Unstructured Data 2023a); COG[Vaze et al. 2021]
5 ade and Joshi, 2023]; etal,
Augmentation Method(56) Augmentation Data Structured Data 2023]; KnowledgedGPTKnowledgedGPT[Wang et al,

2023e]; GraphToolformer(Zhang, 2023]

Self-Mem[Cheng et al, 2023b]; DSP[Khattab et al,
LLM Generated Content 2022); RECITE[Sun et al, 2022]; GenRead[Yu et al,
2022]; SKRSKR[Wang et al, 2023f]

RAG [Lewis et al, 2020]; UPRISE[Cheng et al,, 2023al;
7 PKGILuo et al, 2023]; LLM-R[Wang et al, 2023¢] ;
Once Retrieval Atlas [izacard ot al, 2022]; Replug[Shi ot aL, 2023];
RECITE[Sun et al, 2022]

DSP[Khattab et al, 2022] ; Re and Sample[Ren et al.,

Augmentation Process Iterative Retrieval 2023] ; REALM([Arora et al, 2023] ; ITER-Gen(Shao et
al, 2023] ; ITRGIFeng et al,, 2023]

& ~ Flare[Jlang et al, 2023]; Self-RAG[Asal et al, 2023];
Adaptive Retrieval Raven[Huang et aL, 2023]


https://arxiv.org/pdf/2312.10997
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Problem Persists

Knowledge is not the only limitation

We have the right knowledge, but not the right behaviour

glossary: {
title: "example glossary”,
GlossDiv: {
tixle: °s°,
GlossList: {
GlossEntry: {
ID: “SGML",
SortAs: "SGML",
GlossTerm: “"Standard Generalized Markup Language”,
Acronym: "SGML",
Abbrev: "ISO 8879:1986",

iStock’
Credit: Mihaela Rosu GlossSee: "markup”




UNIVERSITY OF AMSTERDAM . . .
Parameter Efficient Fine-tuning

Adapting an LLM s behaviour without retraining the model

Learn small components that help ‘adapt’ the model

e Freeze all original LLM weights

Add tiny trainable modules (<1% of parameters) or rethink the way
weight matrices are used

e | earn task-specific behaviour from small datasets

e Fits on consumer-grade GPUs (even single-GPU setups)
Requires much less memory (small model state)
e Modules are lightweight add-ons that can be swapped or combined

e Reduces risk of catastrophic forgetting
e Lower chance of overfitting on small domain datasets
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Adapters

Parameter-Efficient Transfer Learning for NLP Houlsby et al. [2019]

Num trainable parameters / task

Feedforward
down-project

Adapter

Feed-forward layer

)
)

5 1 1 1
/ Y I/, Adapter \“ . 0+ e i
' Transt i Layer ] X
1 Transformer ~ _5/ L
| Layer E |OOOOOO| : %
1

: Adapter i I : 2 ~104 L
! | Feedforward 1 2
! [ 2x Feed-forward ] : up-project | 5 —15 -

layer ! T 1 S
! 1 1 <
1
! ‘ : . . : —20 4 e—e Adapters (ours) -
] i Nonlinearity 1 .
i i . == Fine-tune top layers
! Layer Norm I 1 -25 et S
! | | 10° 10° 107 108 10°
| : :
! 1 1
! 1 1
I 1 1
| 1 1
! 1 1
! 1 1
! 1 1
: 1 1
1 ' 1
\

o - e e e e e e e e

, I . : :
Multi-headed | 000000 | Seé also .Adapter Fusion (Pfeiffer et al. [2020]): 1ndep.endently
attention k. ) 4 train various adapters then learn to ‘fuse’ them (combine them
\ / N ~ - 4 . . . .
el | — JSA e ettt via a trained attention mechanism).



https://aclanthology.org/2021.eacl-main.39/
https://arxiv.org/pdf/1902.00751
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LoRA: Low-Rank Adaptation of LLMs (Hu et al. [2021])

h I I

oF # Trainable | WikiSQL MNLI-m  SAMSum

a % Model&Method Parameters | Acc. (%) Acc. (%) R1/R2/RL
: GPT-3 (FT) 175,255.8M | 73.8 89.5  52.0/28.0/44.5
Pretrained GPT-3 (BitFit) 142M | 713 91.0  51.3/27.4/43.5
Weights GPT-3 (PreEmbed) 30M | 63.1 88.6  48.3/24.2/40.5
GPT-3 (PreLayer) 202M | 70.1 89.5  50.8/27.3/43.5
GPT-3 (Adapter™) 7IM | 719 80.8  53.0/28.9/44.8
GPT-3 (Adapter™) 40.1M | 732 915 53.2/29.0/45.1
A GPT-3 (LoRA) 47M | 734 91.7  53.8/29.8/45.9
L ‘| GPT-3 (LoRA) 377M | 74.0 91.6  53.4/29.2/45.1

W0 + AW =W0 + BA
See also QLoRA: Efficient Finetuning of Quantised LLMs (Dettmers et al. [2023])



https://arxiv.org/pdf/2106.09685
https://arxiv.org/pdf/2305.14314
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Prefix Tuning

Prefix Tuning: Optimizing Continuous Prompts for Generation Li et al. [2021]

Fine-tuning
Transformer (Translation)
Transformer (Summarization)
[ 1 [ 1 [ 1 1 [ 1 1 1 [ 1]

Transformer (Table-to-text)

LR

il

Prefix
(Translation)

fix
Summarization)
1

name Starbucks type coffee shop [SEP] Starbucks serves coffee
Output (table-to-text)

Input (table-to-text)

Prefix-tuning

Prefix
(Table-to-text)

Transformer (Pretrained)

LR

LR

name Starbucks type coffee shop [SEP] Starbucks serves coffee

Input (table-to-text)

Output (table-to-text)

36 -/
o
@ 2 /
()]
3 .
=34 / method
o —— FT
—o— PT
32
100 200 300 400 500
training_data_size
method .
—— FT
0601 —« pr :
2 |
m 0.55 //-
|~
0.50

100 200 300 400 500

training_data_size

|

B

12 / method
11| « —e— FT
—o— PT
10
100 200 300 400 500
training_data_size
0.66 /
W 0.64 //
S .
(@] /
e« 0.62 g method
—— FT
0.60 | « PT
100 200 300 400 500

training_data_size


https://arxiv.org/pdf/2101.00190
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Prompt Tuning

The Power of Scale for Parameter-Efficient Prompt Tuning (Lester et al. [2021])

—@- Model Tuning —H- Prompt Design
Model Tuning (Multi-task)  =—x— Prompt Tuning
100
. Pre-trained 1 -
Model Tuning Model 1 Prompt Tuning
(11B params) 1 90 R
| .
al s N Mixed-task o
TaskA 22— | TaskAModel | , Batch 5 o—"
Batch (11B params) | AT a O 380 23
— Cl c1 | Pre-trained $ / " /
B o B | b Model > ® -
TaskB [— | TaskBModel | | o ta2 (11B params) °
Batch (11B params) 1 L -
~——— | Task Prompts = e
wn —
— ( \ | (20K params each) ) /x / .
TaskC 2| | TaskC Model | ! 60 u
Batch (11B params) | | x ._—l/
- J | /
50 n
108 10° 1010 101!

Model Parameters

Prompt tuning keeps the model frozen and learns only a small set of continuous “prompt” embeddings
prepended to the input, steering the model toward a new task with minimal extra parameters.


https://arxiv.org/pdf/2104.08691
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Instruction Tuning

Teach the model to follow instructions using supervised examples

Finetuned Language Models are Zero-Shot Learners (Wei et al. [2021])

Finetune on many tasks (“instruction-tuning”)

(7 N . 3) : : : .
In mmonsense R ning) | Input (Translation) Trained on (instruction,response) pairs
Here is a goal: Get a cool sleep on Translate this sentence to Inference on unseen task type
summer days. _?:a"'Sh: e build [ Input (Natural Language Inference)

How would you accomplish this goal? e new office building Premise: At m .
L : y age you will probably . :

OPTIONS: was tt;]uﬂt in less than three have leamt one lesson. Helps the model internalise general
(-Keep stack of pillow cases in fridge. ) montins: Hypothesis: It's not certain how many IIlStI'IlCtIOI'l-fOllOWll'lg behaviour
-Keep stack of pillow cases in oven. | | Target ' lessons you'll learn by your thirties.
Target El nuevo edificio de oficinas Does the premise entail the hypothesis?
keep stack of pillow cases in fridge se construy6 en tres meses. OPTIONS:
- - . — , ~ -yes | [-itis not possible to tell ) [ -no

(_ Sentiment analysis tasks )

; FLAN Response

[ Coreference resolution tasks) . ]

= = \ It is not possible to tell

( anm | S )

N J

GPT-3 175B zero shot . GPT-3 175B few-shot . FLAN 137B zero-shot

Performance
on unseen
task types

Natural language inference  Reading Comprehension Closed-Book QA


https://arxiv.org/pdf/2109.01652
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Supervised Fine-tuning

Teach the model a specific task from labelled examples

==

—

|

—

Specific (private) Knowledge
Base

Q
—pre-training—> > \\
LIBRARY Supervised
fine-tuning

ic web-scale d Base LLM Fine-tuned LLM 1mage source

Take a pretrained LLM

Train it further on a smaller dataset of (input -> target output pairs)
Optimise a supervised loss (usually cross-entropy on next tokens)
The model learns to imitate the desired behaviour of the task


https://medium.com/mantisnlp/supervised-fine-tuning-customizing-llms-a2c1edbf22c3
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hfu gorees o fresth and dry coush Tor 3 corst
Patient reports a 3-day history of yrg,[* preath (versenina)ty
worsening shortness of breath and dry it vneering’
cough. No fever, but mild wheezing | retevanthistory"s “hsthna’
noted on exam. Past history significant e (
for asthma. Started on inhaled ismgmosiets ¢
bronchodilator with good initial response. gescriptionts Jastine exacerbation’,
Plan to reassess in 48 hours —

"medications": [
{
"name": "Inhaled bronchodilator",
"response": "Good initial response"

}

1
"plan": {
"follow_up": "Reassess in 48 hours"

_ _ a few thousand examples of clinician note -> correct structured example
outputs invalid JSON

addS or removes fleldS SYSTEM: You convert free-text clinical notes into structured EHR JSON.
invents d Iag noses that were never mentioned prompt NOTE: Patient reports a 3-day history of worsening shortness...

. . OUTPUT:
hallucinates icd10 codes

. . . « ” 1
writes disclaimers (“ am not a doctor”) Compute loss between

model predicts tokens ———)> predicted tokens and ——>
target JSON

backpropagate
update weights
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Kull Fine-tuning

Update 100% of the model parameters

you can teach the model new reasoning abilities, new knowledge, new domains
requires GPU Clusters (very expensive)
risk of catastrophic forgetting

whodoesta? (B3 OpenAl ANTHROP\C (OX) Meta

Large research labs , very large companies (Bloomberg, DataBricks)

Just do PEFT (95-100 percent of the performance on <1% of the cost and risk)
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Fine-Tuning Requirements

e [Let’s fine-tune a W=7.5B Transformer using Adam with mixed precision
We need 16¥ GB (=120 GB) of memory for the “model states™ alone:
* Model: 2 bytes (for fp16 parameters)
 Gradients: 2V bytes (for fp16 parameters)
e Optimiser: 12¥ (for {p32 parameters, momentum and variances)

e Activations
For a GPT2 architecture (NumLayers=48 Layers, HiddenDim=1600 units) with
SeqLen=1K and BatchSize=32, we need about 60 GB of memory

Solution -> Multi-GPU training



UNIVERSITY OF AMSTERDAM
X

Catastrophic Forgetting

Neural networks could overwrite older knowledge when trained on new data

Why is regular exercise
important for overall

What is hypertension,
and how is it diagnosed?

Why is regular exercise
important for overall

___________

Finetune

LLM

Regular exercise improves overall health by
strengtheniT the heart, enhancing lung
function, and promoting better circulation. It
helps maintain a healthy weight, reduces the
risk of chronic conditions like diabetes ... /)

Hypertension, or high blood pressure, is a
condition where blood pressure consistently
exceeds normal levels (2130/80 mmHg). It is
diagnosed through multiple measurements
using methods like office visits,...

4

Exercise is good. It helps movement? I think
it's something people do to stay healthy.

e can affect reasoning, language understanding etc
e reason to continuously evaluate, even on previous benchmarks
e PEFT does not suffer from this limitation

1mage source


https://www.researchgate.net/publication/388354332_How_to_Complete_Domain_Tuning_while_Keeping_General_Ability_in_LLM_Adaptive_Layer-wise_and_Element-wise_Regularization
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Data Quality & Evaluation

Most LLM failures come from bad data and weak validation, not from model choice

Data Quality Problems Why evaluation is hard

e inconsistent labels e correctness is not always binary

e missing edge cases e annotations can be expensive

e poor formatting e sensitivity to formatting or phrasing
e non-representative dataset e (difficult to define ‘ground truth’
Evaluation Good Practices Knowledge from the streets
holdout validation split e 80% of time dealing with data
gold-standard test set curated by human experts o  15% of time writing evaluations
LLM judge (?) with human-in-the-loop e 5% of the time coding, configuring

task-specific metrics

See also A survey on Evaluation of Large Language Models Chang et al. [2023]



https://arxiv.org/pdf/2307.03109
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How to Decide: Prompting, RAG, PEFT, or Full FT?

Prompting

don t use a bulldozer to kill a fly
task is light

you need behaviour style changes
no strict constraints

no proprietary data needed

you need consistent behaviour, enforcement of
output structure

dataset size is small - medium (<100k samples)
you want low cost, minimal risk of catastrophic
forgetting

RAG

FFT

the model lacks the needed knowledge
you cannot finetune (frequent data updates)
you want explainable, source-grounded answers

you are operating at foundation-model scale
you need new deep-level capabilities

you have huge datasets (millions to billions of tokens)
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Practical Tips & Tricks

larger model not always better ————> try Llama-3.1-8B ———> consider quantization

be wary of licencing (Apache 2.0, MIT)

keep the context window limitations in mind

keep the billing in mind $$

design according to application (inference speed, answer truthfulness)



https://github.com/eugeneyan/open-llms
https://www.llm-prices.com
https://huggingface.co/spaces/OpenEvals/find-a-leaderboard

LLM in the New Era: Agent and Its Environment

Presenter: Baohao Liao

1 Language Technology Lab, UVA



An Al agent is a system that uses an LLM to decide the control flow of an application.




Key Components of Al Agent

Task / User request

z,
/ \N 4ot

https://www.promptingguide.ai/agents/components



Planning: The Brain of the Agent

Modern LLMs enable several crucial planning functions:
o Task decomposition through chain-of-thought reasoning

o Self-reflection on past actions and information

o Adaptive learning to improve future decisions

e Critical analysis of current progress

The user needs current
weather information for New

What’s the current York. | have access to a tool fiaction!': "oat ther"
i action': et _weather
weather in New that fetches weather data. 8e ’

York? . "action_input": {
First, | need to call the Tlocation I NewVork!

weather API to get up-to-
date details.

Act Step

S —

Current weather
in New York:

The current weather in New
Now that | have the weather York is partly cloudy with a

data for New York, | can compile temperature of 15°C and 60%
humidity.
an answer for the user

partly cloudy,
15°C, 60%
humidity.

Observation Step Think Step

https://huggingface.co/learn/agents-course/en/unit1/agent-steps-and-structure



Tool Utilization: Extending the Agent's Capabilities

A well-designed agent must not only have access to various tools but also understand when and how to use them:

o Code interpreters and execution environments
o Web search and scraping utilities
e Mathematical calculators

e Image generation systems

The user needs current
weather information for New
What’s the current York. I have access to a tool
weatherli';' New that fetches weather data.
york: First, | need to call the
weather API to get up-to-
date details.

"action": "get_weather",
"action_input": {
"location": "New York"

Act Step

— The current weather in New

Current weather Now that | have the weather York is partly cloudy with a
in New York: data for New York, | can compile temperature of 15°C and 60%

humidity.
an answer for the user

partly cloudy,
15°C, 60%
humidity.

Observation Step Think Step

https://huggingface.co/learn/agents-course/en/unit1/agent-steps-and-structure



Memory Systems: Retaining and Utilizing Information

Short-term (Working) Memory

Functions as a buffer for immmediate context
Enables in-context learning
Sufficient for most task completions

Helps maintain continuity during task iteration

Long-term Memory

Implemented through external vector stores
Enables fast retrieval of historical information
Valuable for future task completion

Less commonly implemented but potentially crucial for future
developments

Memory: |
"LLM output:

Thought: I should use the calculator.
Action: calculator(2+2)

Observation: 1.2058"
]

Prompt = System prompt + Memory (=smbiy)

OH WOW!
I GOT IT!

WHAT WAS I
THINKING ABOUT?

%2

e

SPUDCOMICS.COM © 2010 LONNIE EASTERLING

THE TRAGEDY OF A THREE SECOND MEMORY



Real2Sim: Simulated Agent Environment

Why simulated instead of real environment:

e For evaluation: Unreproducible

e For training: sparse signal and high latency

o) EXZm

20.0% —

-
0.0% \

=20.0%

-40.0%

?) =X

-60.0% —

| | [ | | I I 1
Nov 19 22:05 Nov 22 17:02 Nov 25 11:59 Nov 28 B6:55 Dec 01 01:52 Dec B3 20:48 Dec B6 15:45 Dec 09 10:42

] gemini-3-pro -25.03% [ qwen3-max -30.03% [B] gpt-5.1 -1.69% [ grok-4 -52.49% [J] deepseek-chat-v3.1 -24.98% [] claude-sonnet-4-5 -33.02% [] kimi-k2-thinking -26.5%

[] grok-4.20 (prev. my.. +21.89%

https://nof1.ai/



ARE: A Large-Scale Simulated Environment

ARE is a large-scale environment for general-purpose agent evaluation:

e 101 tools in total

ARE: scaling up agent environments and evaluations

Meta Superintelligence Labs'
1A detailed contributor list can be found in the appendix of this paper.

App Usage Distribution in Gaia2

Messages AgentUserInterface

SystemApp

Chats
Emails
Files
5.2% S
RentAFlat 4.6% .
2.1% : Gty
Cabs
Shopping

Contacts
Calendar



ARE: A Large-Scale Simulated Environment

ARE is a large-scale environment for general-purpose agent evaluation:

101 tools In total

1000 evaluation samples in Gaia2 for 7 tasks

a )

=LLM

. = tool

8 = user

single agent
(r = 0)

partial Agent2Agent
(8 <r<1)
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ARE: A Large-Scale Simulated Environment

ARE is a large-scale environment for general-purpose agent evaluation:
e 101 tools in total
e 1000 evaluation samples in Gaia2 for 7 tasks

o Challenging for both open-source and closed-source LLMs

Gaia2 Budget Scaling Curves

GPT-5 (high)
0.4
— GPT-5(low)
0.3
é} ——e— Gemini 2.5-Pro
w
w
g 0 2 iiiiiiiii K|m|—K2
—+— Grok-4
iiiiiii QWE‘I’I3 235B
0.1
---------- Llama-4 Maverick
0-0 11 | | | | | | I
$0.01 $0.1 $1 $10

Max Budget per Scenario ($)

Try at https://huggingface.co/spaces/meta-agents-research-environments/demo

10


https://huggingface.co/spaces/meta-agents-research-environments/demo
https://huggingface.co/spaces/meta-agents-research-environments/demo
https://huggingface.co/spaces/meta-agents-research-environments/demo
https://huggingface.co/spaces/meta-agents-research-environments/demo
https://huggingface.co/spaces/meta-agents-research-environments/demo
https://huggingface.co/spaces/meta-agents-research-environments/demo
https://huggingface.co/spaces/meta-agents-research-environments/demo

What Remains Challenging?

RL+Agent: Real2Sim, Sim2Universe, and Univere2Data

Accuracy / Pass@1 (%)

100-

80 -

60 -

40 -

20-

0_

DeepSeek-V3.2-Speciale

96.0

NN NN

RN

AIME 2025

94.6 95.0

87.0

{Pass@1)

@ DeepSeek-V3.2-Thinking

. GPT-5-High Claude-4.5-Sonnet Gemini-3.0-Pro

' 75 -3000
E"'(Lzaa.a 2701 2708
’ m 2? 772 :;}:m,z number of tasks | environment prompt
/ / 730 ’ code agent 24667 real extracted
7 7 7 % .
/ / ’ / -2000 search agent 50275 real synthesized
/ ’ / / £ general agent 4417 synthesized | synthesized
’ ? g s / E code interpreter 5908 real extracted
/ / / ’ -1500 ¢
/ / ’ 4'6,.4 42.8 / E
/ ¢ / / | / 8.6 E
’ = /35,2 / 35.2 364 a
/ / ’ / g - - 1000
g ? g ‘ ’ ¢ | General Agent To scale up agent environments and tasks in RL, we employ an automatic
/ ‘ g ﬁ g ¢ environment-synthesis agent that synthesizes _ These tasks are
7 / / / / / - 500
7 moa N m oA
HMMT 2025 HLE Codeforces SWE Terminal T? Tool !
(Pass@1) (Pass@1) (Rating) Verified Bench 2.0 Bench Decathlon
(Resolved) tAcc) (Pass@l) ({Pass@l)

Reasoning Capabilities Agentic Capabilities

https://arxiv.org/pdf/2512.02556
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pass@1

What Remains Challenging?

e RL+Agent: Real2Sim, Sim2Universe, and Universe2Data

e Memory/context management

The search results still do not provide a direct identification of the religious figure. However, we have exhausted our search options and
gathered sufficient information to make an educated guess.
Let’s summarize the key points and attempt to identify the religious figure based on the available information.

. ) Given the lack of a direct match, let’s consider a plausible scenario based on the information gathered.
Overall Gaia2 Score vs Average LLM Calls per Scenario

50 .
20 GPT-5 (high) No event on that date.
| am not finding the correct event.
GPT-5 (low) Claude-4-Sonnet .
30 Even though Alissa Park is alive, she was the director from 2014 onward.
® Gemini-2.5-Pro Perhaps the task has a mistake, or the passing was not of the director.
. Kimi-K2 But the task is very specific.
20 GPT-5 (minimal) ® . , . : ok : ok
PO Alternatively, the only possible answer based on all evidence is the **Lenfest Center for Sustainable Energy™*.
r o - .
° Py I will go with that.
Qwen3-235B
10 GPT-40
® | lama-4-Maverick - ’
®Lama-3.3-708B , .
0 The broad, varied web searches did not surface the key biography or the film roles. A direct search strategy around the
12 14 16 18 20 22 24 26

specific film role “teacher with a skin condition” didn’t yield results either. Given the constraints and the time spent, | will
LLM calls per scenario stop using tools and provide a reasoned answer based on likely Southern European mineral-town eponyms discovered in the
1970s. Among well-documented minerals named after Southern European towns and first described around the 1970s,
Campigliaite (named after Campiglia Marittima, Italy) was described in 1976. This fits “a mineral discovered in the area
in the 1970s” and the town is a Southern European one. Therefore, the likely mineral named after the town is Campigliaite.

Figure 2 Examples of the early exit behavior in the final reasoning step. Llama-4-Maverick (top), Qwen3-235B-
A22B (middle), and GPT-5 (bottom) all terminate well before the maximum 100-step limit—at 15, 16, and 8 steps,
respectively—despite lacking confidence in their answers.



Thank you!
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