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How do NLP models go wrong?



Models gone haywire

Sydney, the secret, argumentative mode of Bing Chat 



Models gone haywire

In 2022, Jake Moffat asked an Air Canada chatbot, “Can I 
buy a full-priced ticket to attend my grandmother’s funeral, 
and later receive a reimbursement for the bereavement 
fare?”

The chatbot responded, “As per Air Canada’s policy, yes!”

The catch? No such policy exists! Moffat sued Air Canada 
and won.



Why does this happen?

For many models, we know 
everything about them…

Except how they work!



Interpretability

Interpretability is a subfield of machine learning that 
aims to explain model behavior, and / or the 
mechanisms that underlie it.



Roadmap for this lecture
1. What are the kinds of questions that are asked of 

interpretability? And what kind of answers does it 
give? (10-15 minutes)

2. A case study in interpretability (30 minutes)
a. Behavioral interpretability
b. Representation analysis
c. Causal analysis

3. Break (15 minutes)
4. Attributions (5-10 minutes)
5. Recent advances in interpretability (35-40 minutes)
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What does interpretability aim to do?

Interpretability often generates explanations of model behavior. 
Explanations can be:
● Local: about one specific input 
● Global: about the model’s behavior across all inputs

Explanations should be faithful, i.e. explanations should reflect the 
underlying model mechanism behind the behavior they explain.

Explanations can take many forms…



Who cares about interpretability, and what 
kind of explanations do they want?
And the form they take depends on who’s asking what questions!

ML 
Practitioners Users

AI 
Companies Scientists



Why do interpretability?

Practitioners want to ensure 
that their models are 
unbiased, and generalize 
outside the training 
distribution



How to do interp: Behavioral Tests
Question: Is my model performing the task in a biased way?

Answer: behavioral evaluations that target specific alternative 
strategies

Vig et al. (2020)

Input: The doctor said that… LLM Output: he

Input: The nurse said that… LLM Output: she



How to do interp: Data Attribution
Question:  Is my model just memorizing answers to 
perform the task?

Answer: data attribution analysis finds relevant datapoints 
from the training dataset

Ruis et al. (2024)



Why do interpretability? User Trust

Why did the 
model produce 

that output?Users want to understand why 
models act in a certain way



How to do interp: Input Attributions

Question: How did the model make that decision?

Answer: input attributions, which highlight the important 
input tokens for a given task instance.

Madsen et al. (2023)

Input: The year’s best and most 
unpredictable comedy Model Output: Positive



Why do interpretability?: Controllability 
/ Safety

Companies want to make sure 
their products are up-to-date, 
safe, and don’t behave harmfully



How to do interp: Model Editing

Question: How can I find where 
my model stores factual 
knowledge, in order to make 
targeted edits to it?

Meng et al. (2022)

Answer: fact localization, which 
finds where in the model facts 
are located



How to do interp: Model Factuality

Question: Does my model know 
whether a given statement in its 
input is true or false?

Marks and Tegmark (2024)
Answer: representational analysis, 
which analyzes the structure of 
model representations



Why do interpretability?: Science
Science of LMs: We want to know how 
LMs work, just like we want to know 
how e.g. human biology works! 

Interpretability for Science: Many 
advanced models have achieved high 
performance in difficult tasks: e.g. 
producing language, or predicting the 
weather). What have they learned?



How to do interp: Circuits

Question: Does this model use a 
human-like mechanism to solve 
this task?

Answer: Find a circuit that 
identifies all relevant model 
components and their function.

Wang et al. (2022)
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● Behavioral Studies: What is my model doing?
● Data Attribution: Which datapoints does my model rely on to 

produce its output?
● Input Attribution: What parts of the input does my model rely on 

to produce its output?
● Localization: Where in the model is a certain process happening?
● Representation Analysis: How do my model’s internal 

representations support a given process?
● Circuits: What are all parts of the model involved in this process?

-

+
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Case study: subject-verb agreement in BERT

1. What is subject-verb agreement (SVA)?
2. Behavioral interpretability:

a. How does my model behave on SVA?
3. Representational analysis:

a. How does my model represent number/plurality?
4. Localization/causal interpretability:

a. What parts of my model contribute to its behavior on SVA?



What’s subject-verb agreement?

English subject-verb agreement (SVA) is simple: 

Singular nouns have present-tense verbs ending in “-s”:
The cat is small. The cat walks around.

And plural nouns have present-tense verbs with no “-s”:
The cats are small. The cats walk around.



What’s subject-verb agreement?

But sentences can get complicated:

The keys on the cabinet…

The book by the shelves that impressed the authors…

The teacher said the notebooks the student gave the 
principal…



Research Question

Most linguists would say that humans keep track of the 
number (singular / plural) of the subject, and use that to 
perform subject / verb agreement.

In this case study, we ask: how do language models 
perform subject verb agreement? Do they track the 
plurality of the subject in a way that mirrors humans?



How do LMs perform SVA?

Much literature on this question has focused 
on BERT, a masked language model. BERT 
was trained to fill in the blanks of sentences:

She heard the [MASK] bark.
The [MASK] [MASK] went to the store.
The keys on the cabinet [MASK] mine.



Behavioral Interpretability

The first step to understanding how BERT performs SVA is 
to test its behavior. It’s pretty simple:

1. Create a dataset for the task of interest
2. Define the metric used to measure task performance.
3. Measure model performance on the dataset!

Pros of behavioral interpretability:
● Very easy to adapt to any task of interest
● You don’t need access to model internals



How well do LMs perform SVA?

1. Create a dataset of sentences like 
“the game that the guards hate 
[MASK] bad .”

2. Define the metric p(agree) - 
p(disagree), e.g. p(is) - p(are)

Over >100,000 structurally diverse 
sentences, BERT does well—within 
10% of human accuracy!

Linzen et al. (2016), Bernardy and 
Lappin (2017), Gulordava et al. (2018)



Cons of Behavioral Analysis

1. Despite having done this analysis, we don’t know how BERT 
does subject-verb agreement.

2. We can’t be sure that we covered all possible! In fact, BERT 
does very badly on sentences with hard structures and 
lexically unusual content: The road that the books chase… [is]

Moral of the story? You can’t cover all test cases, or anticipate all 
heuristics. And behavioral analyses won’t tell you much about 
model mechanisms unless you’re lucky. They’re still important, 
though! (Lasri et al., 2022)



Representational Analysis

Maybe we should test what models are 
doing internally, instead of evaluating 
external behavior.

We want to know: does BERT use 
underlying mechanisms that are like 
humans’?



Probing

Hypothesis: If BERT is doing what we do, it 
should encode number in its representations, 
since we use number for SVA too.
Problem: How do we know if BERT is 
encoding number? 
Solution: Train another model (a probe) to 
decode it from BERT’s representations. If the 
model succeeds, it encodes number!



Probing

The [keys] on the cabinet

Linear Probe  1 (plural)

Alain and Bengio (2016), Shi et al. (2016), 
Hupkes et al. (2018), Tenney et al. (2019), 

z (hidden 
representation)



Probing

Probing Steps:
1. Craft a dataset consisting of tokens / 

activations and corresponding labels
2. Train (for each layer of the model) a probe, 

mapping from activations to labels
3. If the probe gets high accuracy, success!
Pros of probing:
● Lets us test hypotheses re: model internals
● Pretty simple to implement
● Doesn’t require very specialized data



Probing Results

We take a large dataset of 
simple 5-word sentences, like 
“The lawyers questioned the 
judge.”

We train probes on 
activations from each layer of 
BERT to predict whether 
“lawyers” is singular or plural.

Klafka and Ettinger (2020)



Do the results really make sense?
What if we test other words of the 
sentence though? 

Given a sentence like “The lawyers 
questioned the judge”, can a probe 
predict the plurality of “lawyers” 
from the representation of “judge”? 
Or “questioned?



Why might this happen?

BERT’s multi-head attention can attend to 
any position (token) in the sentence, and 
mix the subject number information 
around its representations.

But that doesn’t mean that the subject 
number information is being used!



Probing Cons: Does probing tell us 
what’s actually going on inside BERT?
The biggest con of probing is that it doesn’t prove that your model 
uses the information the probes found! High probing accuracy 
=/=> mechanistic relevance. So either of the following is possible: 

1. Probing is right: BERT uses subject number for SVA in a 
linguistically weird way 

2. Probing is wrong: BERT doesn’t use subject number 
information as it suggests

But how can we tell what BERT actually does, what information it 
uses?



Causal interventions

Big picture: How can we connect model internals with 
models’ external behavior?

Idea: Make changes to the internals, and see if model 
behavior changes in the expected way!

Note that behavioral and probing experiments don’t make 
this connection! 



Activation Patching
Hypothesis: If BERT uses a representation when making its 
decision, replacing the representation will change its decision!

Vig et al. (2020), Geiger et al. (2020); Geiger et al. (2021), but see also Radford et al. (2017)



Activation Patching

We take the activation on one 
example, and patch it into 
another example! Then we 
observe BERT’s behavior.

Activation Patching:
Pro: We get causal evidence 
about whether our model uses 
a given activation!
Con: Very restrictive setup

The boy [MASK] the firefighter. The boys [MASK] the firefighter.



Experimental Setup

We consider a slightly more 
complex dataset, like:

These short boys still [MASK] the 
firefighter

Intervene on each representation, at 
each layer, and record BERT’s 
predictions. How much do BERT’s 
predictions change?

A lot, and where we expect them to!

How often BERT makes an error when 
we intervene at the given layer / position



Probing Interventions

Idea: show that probes capture 
relevant info
Binary linear classifiers have 
linear decision boundaries → 
change BERT representations 
w.r.t. that!

If the probe captures 
information BERT uses, BERT’s 
behavior will change

Giulianelli et al. (2018), Ravfogel et al. (2020); Elazar et al. (2021); Ravichander et al. (2021)



Results
BERT uses number information right where we’d expect it!

(Hanna et al., 2023)

How often BERT makes an error when 
we interchange at the given layer / pos

How often BERT makes an error when 
we reflect at the given layer / pos



A humanlike conclusion

BERT uses number information encoded precisely where 
we’d expect.

Probing alone was misleading—BERT doesn’t actually use 
the subject number encoded at the object position.

But by combining representational analysis with causal 
analysis, we were able to gain new insights!



Part 1: Recap

● Interpretability involves many 
stakeholders with distinct desiderata. 

● We’ve learned three different methods:
○ Behavioral Interpretability
○ Probing
○ Activation Patching

● We’ve also seen how framing and testing 
things in a causal way can help us 
understand model mechanisms



Roadmap for this lecture
1. What are the kinds of questions that are asked of 

interpretability? And what kind of answers does it 
give? (10-15 minutes)

2. A case study in interpretability (30 minutes)
a. Behavioral interpretability
b. Representation analysis
c. Causal analysis

3. Break (15 minutes)
4. Attributions (5-10 minutes)
5. Recent advances in interpretability (35-40 minutes)



Intro to Interpretability in 
NLP, part 2



Recap

In part 1, we learned about the wide variety of explanations 
in interpretability, and learned how to apply 3 methods:
● Behavioral interpretability
● Representation analysis
● Causal analysis
But what about the remaining methods that we haven’t 
talked about yet?
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● Behavioral Studies: What is my model doing?
● Data Attribution: Which datapoints does my model rely on to 

produce its output?
● Input Attribution: What parts of the input does my model rely on 

to produce its output?
● Localization/Layer Attribution: Where in the model is a certain 

process happening?
● Representation Analysis: How do my model’s internal 

representations support a given process?
● Circuits: What are all parts of the model involved in this process?

-
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Attributions
What are attributions? Fundamentally, an x attribution means 
that you want to find the x that is important for your model’s 
behavior. For example:

● Layer attribution: what layers are most important to my 
model’s behavior on a given task?

● Input attribution: what input tokens are important to my 
model’s behavior on this input?

● Data attribution: what training datapoints are most 
important to my model’s behavior on a given input?

But what does it mean for something to be important? Causality 
can help us once again!



Layer Attribution

Original Framing: What layers are 
most important to my model’s 
recall a given fact?

Causal Framing: What layers would 
cause the largest change my 
model’s ability to recall facts if 
ablated / patched?



Input Attribution
Original Framing: What tokens are most important to my 
model’s output on this input?

Causal Framing: What tokens would cause the largest change 
in my model’s output if I masked them / zeroed them out / 
replaced them?

Input: The year’s best and most 
unpredictable comedy LLM Output: Positive

MASK



Input Attribution
Original Framing: What tokens are most important to my 
model’s output on this input?

Causal Framing: What tokens would cause the largest change 
in my model’s output if I masked them / zeroed them out / 
replaced them?

Input: The year’s best and most 
unpredictable comedy LLM Output: Negative

MASK



Data Attribution
Original Framing: What training datapoints are most important 
to my model’s behavior on a given input?

Causal Framing: What training datapoints would most change 
my model’s behavior on a given input if removed from the 
training dataset?



Pros and Cons of Attribution
Pros:
● Eas(ier) for users to understand
● Flexible: compatible with various tasks / inputs
● Layer and input attribution are easy to implement

Cons:
● Relies a lot on post-hoc interpretations: Can you really infer a 

model’s mechanisms from the tokens/datapoints it relies on?
● Results can vary depending on how you ablate things
● Data attribution is quite hard
● Causal attribution is only one kind of attribution!
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Circuits

We want an explanation of our models that:
● Is faithful to underlying model mechanisms
● Is a total explanation of model behavior
● Doesn’t require strong / specific hypotheses

That is, what if we want to reverse-engineer model at a very 
low level?



Circuits
At a high level, a circuit is explanation that localizes and 
characterizes transformer LM behavior within a (small) set of 
components of the model.

input: “The war lasted from the year 1741 
to the year 17”

a0.h3, a0.h5 a0.h1,MLPs 0-3

Attn Heads: a5.h1, a5.h5, a6.h1, a6.h9, 
a7.h10, a8.h8, a8.h11, a9.h1

MLPs 8 - 11

logits

Upweight years > 41

Identify and upweight 41

Subject enrichment

Hanna et al., 2023



Circuits
More formally, a circuit is the minimal computational 
subgraph of a model that is faithful to model performance 
on a given task.

What does that mean? Let’s dive into computational 
subgraphs, tasks, and faithfulness.



What computational 
subgraph? The transformer 
LM architecture

Circuits work focuses on 
autoregressive language models! They 
predict the next word, not a masked 
word.

They also only have left-to-right 
attention.



The Residual Stream View

If we center the residuals, we can see that:
• Every component reads from and 

writes to the residual stream! 
• Every component’s input is the sum of 

the outputs of the components that 
came before

Elhage et al. (2021)



Computational 
Graph
We can now specify paths and 
subgraphs of task-relevant 
components.
For our circuit, we want the 
minimal subgraph that is 
faithful to model behavior.
Other levels of granularity are 
possible!

Unembedding / 
Logits

Attention 
Layer 1

MLP 
1

Positional + Token 
Embeddings 

Inputs

Attention 
Layer 0

MLP 
0



Task: Greater-Than
A task consists of:
Inputs: “The war lasted from 1741 to 17”
Expected outputs: a 2-digit number greater than 41
Metric: ∑y>41p(y) - ∑y<=41p(y) 

Tasks should be solvable by your model, and evaluable in one 
forward pass.
Average Metric Value: 0.817

For circuit-finding, we also need corrupted inputs.
Corrupted inputs: “The war lasted from 1701 to 17”

66



Tasks
A task consists of:

Input: “The keys on the cabinet”
Expected output: a verb that agrees with the subject (“keys”)
Metric: ∑y,agree(y, “keys”)p(y) - ∑y,disagree(y, “keys”)p(y) 

Tasks should be solvable by your model, and evaluable in one 
forward pass.

Average Metric Value: 0.351

For circuit-finding, we also need corrupted inputs.

Corrupted Input: “The key on the cabinet”



Faithfulness

input: “The war lasted from the year 1741 
to the year 17”

a0.h3, a0.h5 a0.h1, m0, m1, m2, m3

a5.h1, a5.h5, a6.h1, a6.h9, 
a7.h10, a8.h8, a8.h11, a9.h1

m8, m9, 
m10, m11

logits Logits

Attention 
Layer 11

MLP 
11

Token Embeddings 
+ Layers 0-9

Input: “The war lasted from 
the year 1741 to the year 17”

Attention 
Layer 10

MLP 
10

If a circuit is faithful to model behavior, we can ablate all 
nodes outside the circuit, with little to no behavior 
change! Metric: 0.817



Faithfulness

input: “The war lasted from the year 1741 
to the year 17”

a0.h3, a0.h5 a0.h1, m0, m1, m2, m3

a5.h1, a5.h5, a6.h1, a6.h9, 
a7.h10, a8.h8, a8.h11, a9.h1

m8, m9, 
m10, m11

logits Logits

Attention 
Layer 11

MLP 
11

Token Embeddings 
+ Layers 0-9

Input: “The war lasted from 
the year 1741 to the year 17”

Attention 
Layer 10

MLP 
10

If a circuit is faithful to model behavior, we can ablate all 
nodes outside the circuit, with little to no behavior 
change! Metric: 0.78



Circuit Finding: Greater-Than in 
GPT-2 Small



The Task: Our Dataset
Input: “The [event] lasted from the year [XX][YY] to the year [XX]”

GPT-2 small: YY+2✔YY+1✔YY ❌YY-1 ❌00 ❌ 99 ✔

Dataset: 10,000 examples; [event] is a randomly sampled 
noun that can have a duration, and [XX][YY] is a 4 digit 
year that separates into two 2-digit tokens.



The Task: Model Behavior
GPT-2 small achieves 81.7% probability difference on our dataset!



Finding important nodes
We want to find nodes / edges 
that are important for a task.
Core Idea: Important nodes / 
edges can’t be ablated without 
hurting model performance. 

Logits

Attention 
Layer 11

MLP 
11

Token Embeddings 
+ Layers 0-9

Input: “The war lasted from 
the year 1732 to the year 17”

Attention 
Layer 10

MLP 
10

Metric: 0.817

But how do we ablate? Don’t use 
zero ablations!
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Last time: layer-level patching This time: component-level patching



Activation Patching
In addition to the layer-level, we can patch at the component level.

Logits

Attention 
Layer 11

MLP 
11

Token Embeddings 
+ Layers 0-9

Input: “The war lasted from 
the year 1701 to the year 17”

Attention 
Layer 10

MLP 
10

Logits

Attention 
Layer 11

MLP 
11

Token Embeddings 
+ Layers 0-9

Input: “The war lasted from 
the year 1741 to the year 17”

Attention 
Layer 10

MLP 
10

Metric: 0.60

Vig et al. (2020), Geiger et al. (2020); Geiger et al. (2021), but see also Radford et al. (2017)



Edge Patching
We can patch only a specific edge to 
ascertain the relationship between two 
specific components.

Logits

Attention 
Layer 11

MLP 
11

Token Embeddings 
+ Layers 0-9

Input: “The war lasted from 
the year 1701 to the year 17”

Attention 
Layer 10

MLP 
10

Logits

Attention 
Layer 11

MLP 
11

Token Embeddings 
+ Layers 0-9

Input: “The war lasted from 
the year 1732 to the year 17”

Attention 
Layer 10

MLP 
10

Wang et al. (2022), Goldowsky-Dill et al. (2023) 



How to do edge patching?

Edge-level patching:
Exploit the linearity of the residual 
stream! Say we’re patching the 
edge Attn0->Attn1
1. Take the input to Attn1. 
2. Subtract the output of Attn0 

on normal input
3. Add in the output of Attn0 on 

corrupted input!

-
+



Circuit Finding: Activation Patching
How can we use patching to find 
an entire circuit?
One approach: iteratively patch 
to find important nodes / edges. 
First, find the nodes connected 
directly to the logits…

Logits

Attention 
Layer 11

MLP 
11

Token Embeddings 
+ Layers 0-9

Input: “The war lasted from 
the year 1741 to the year 17”

Attention 
Layer 10

MLP 
10



Circuit Finding: Activation Patching
Then find the nodes directly 
connected to those nodes, and 
then…

Logits

Attention 
Layer 11

MLP 
11

Token Embeddings 
+ Layers 0-9

Input: “The war lasted from 
the year 1741 to the year 17”

Attention 
Layer 10

MLP 
10



Circuit Finding: Activation Patching
Once we’ve reached the 
embeddings, we’ve found the circuit. 

Techniques like automatic circuit 
discovery (ACDC, Conmy et al. (2023)) 
use similar approaches.

Logits

MLP 
11

Token Embeddings 
+ Layers 0-9

Input: “The war lasted from 
the year 1741 to the year 17”

Attention 
Layer 10

MLP 
10

This is very slow! The solution: 
approximations to activation patching



Proving Circuit 
Faithfulness
How to prove circuit faithfulness? 
Perform another patching 
experiment! Corrupt everything but 
your circuit.

Logits

Attention 
Layer 1

MLP 
1

Token Embeddings 

Input

Attention 
Layer 0

MLP 
0



Proving Circuit 
Faithfulness
A faithful circuit will have task 
performance close to that of the whole 
model! See also:
• Necessariness: Is the circuit 

necessary for model performance 
(i.e. does model performance drop if 
we ablate only the circuit?

• Completeness: Have we discovered 
all components, even negative ones?

• Minimality: Are all components in 
the circuit necessary?

Logits

Attention 
Layer 1

MLP 
1

Token Embeddings 

Input

Attention 
Layer 0

MLP 
0



Circuit Semantics



Circuit Semantics
Now we’ve found the structure of a circuit. How do we get to the 
semantics?

• This is harder than structure-finding!
• We’ll stick with one method: the logit lens

input: “The war lasted from the year 1741 
to the year 17”

a0.h3, a0.h5 a0.h1, m0, m1, m2, m3

a5.h1, a5.h5, a6.h1, a6.h9, 
a7.h10, a8.h8, a8.h11, a9.h1

m8, m9, 
m10, m11

logits

Upweight y > YY

Identify and 
upweight YY

YY subject 
enrichment

84



What are the attention heads looking at?
To figure out how the circuit works, we’ll go bottom up. The 
attention heads are looking at the YY position - could they be 
identifying YY for the MLPs?



Logit Lens
The logit lens lets 
us read out model 
activations in 
vocabulary space!

Nostalgebraist (2020), 
Geva et al. (2020)



The Logit Lens, Applied
How can we use the logit lens to 
characterize the circuit from before?

input: “The war lasted from the year 1741 
to the year 17”

a0.h3, a0.h5 a0.h1, m0, m1, m2, m3

a5.h1, a5.h5, a6.h1, a6.h9, 
a7.h10, a8.h8, a8.h11, a9.h1

m8, m9, 
m10, m11

logits

87



Our circuit
We found our circuit! But 
though its structure is faithful, 
be careful about its semantics:

• We did not test the semantic 
explanation’s faithfulness!

• We relied on intuitive 
hypotheses quite a lot!

input: “The war lasted from the 
year 1741 to the year 17”

a0.h3, a0.h5 a0.h1,MLPs 0-3

Attn: a5.h1, a5.h5, a6.h1, a6.h9, 
a7.h10, a8.h8, a8.h11, a9.h1

MLP 8 - 11

logits

Upweight 
years > 41
Identify, 
upweight 41
Subject 
enrichment



Circuits vs. prior methods

Pros:
● Faithful to model behavior
● Explain an entire model behavior
● No hypotheses needed for circuit-finding
Cons:
● Require a very specific task framing / setup
● The circuit you find is defined by your contrast
● Don’t explain much at the feature level



Part 2, Conclusions

● Circuits are a way of explaining models with many 
benefits
○ If done right, they should be faithful to the model
○ They give an explanation of the whole model!

● Finding circuit semantics is still hard
○ We have a few techniques, but they’re pretty weak
○ We still rely heavily on our intuitions and hypotheses



Conclusions

Interpretability has the potential to answer many different 
questions, using many different techniques.

It’s crucial to be careful when interpreting models—check 
and double check with causal experiments that your 
interpretation is actually faithful to model behavior.

Interpretability is still in its infancy; you can contribute too!


