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Overview of the course

▶ Introduction and broad overview of NLP
▶ Different levels of language analysis (word, sentence,

larger text fragments)
▶ A range of NLP tasks and applications
▶ Both fundamental and most recent methods:

▶ rule-based
▶ statistical
▶ deep learning

▶ Other NLP courses go into much greater depth
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Assessment

1. Practical assignments (50%)
▶ Work in groups of 2
▶ Implement several language processing methods
▶ Evaluate in the context of a real-world NLP application —

sentiment classification
▶ Assessed by two reports (20% + 30%)

▶ Practical 1: Mid-term report, deadline 13 November
▶ Practical 2: Final report, deadline 13 December

2. Pen-and-paper exercises (individual work) (20%)
▶ throughout the course
▶ feedback from TAs

3. Exam on 17 December (30%)
4. Resit on 12 February (100%)
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Also note:

Course materials and more info:
https://cl-illc.github.io/nlp1-2024/

Contact
▶ Main contact – your TA (email on the website)
▶ Practicals – Vera: v.e.neplenbroek@uva.nl
▶ Organisational – Pieter: p.j.pierrot@uva.nl

Subject line should have NLP1-24

Sign up to groups by Fri, 1 November by emailing your TA
▶ names of the students
▶ their email addresses
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Course Materials

▶ Slides, further reading, assignments posted on the
website

▶ but... assignment submission will be via Canvas.
▶ Ed platform for questions and discussion:

https://edstem.org/eu/courses/1755/discussion/

▶ Book: Jurafsky & Martin, Speech and Language Processing
(2nd edition)

3 edition (unofficial) at
https://web.stanford.edu/~jurafsky/slp3/
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What is NLP?

NLP: the computational modelling of human language.

Many popular applications

...and the emerging ones
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NLP applications

Machine Translation

▶ Translate from one language into another
▶ Earliest attempted NLP application
▶ Early systems based on transfer rules, then statistical and

now neural MT
▶ High quality with typologically close languages: e.g.

Swedish-Danish.
▶ More challenging with typologically distant languages and

low-resource languages
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NLP applications

Retrieving information

▶ Information retrieval: return documents in response to a
user query (Internet Search is a special case)

▶ Information extraction: discover specific information from
a set of documents (e.g. companies and their founders)

▶ Question answering: answer a specific user question by
returning a section of a document:
What is the capital of France?
Paris has been the French capital for many centuries.

11 / 53



Natural Language Processing 1

Lecture 1: Introduction

NLP applications

Opinion mining and sentiment analysis

▶ Finding out what people think about
politicians, products, companies etc.

▶ Typically done on web documents and
social media

▶ More about this later today
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NLP applications

More recent applications

Automated fact checking
▶ classify statements and news articles

as factual or not
▶ in an effort to combat misinformation

Abusive language detection
▶ automated detection and moderation of

online abuse
▶ hate speech, racism, sexism, personal

attacks, cyberbullying etc.
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NLP applications

Other areas in which NLP is relevant

NLP and computer vision
▶ Caption generation for images and

videos
Digital humanities
▶ e.g. social network in Pride and

Prejudice
Computational social science
▶ analyse human behaviour based on

language use (deeper than sentiment)

The dog chewed at the shoes

Figure 1: Static network of Pride and Prejudice.

3.4 Network Analysis

The aim of extracting social networks from nov-
els is to turn a complex object (the novel) into a
schematic representation of the core structure of
the novel. Figures 1 and 2 are two examples of
static networks, corresponding to Jane Austen’s
Pride and Prejudice and William M. Thackeray’s
Vanity Fair respectively. Just a glimpse to the net-
work is enough to make us realize that they are
very different in terms of structure.

Pride and Prejudice has an indisputable main
character (Elizabeth) and the whole network is or-
ganized around her. The society depicted in the
novel is that of the heroine. Pride and Prejudice is
the archetypal romantic comedy and is also often
considered a Bildungsroman.

The community represented in Vanity Fair
could hardly be more different. Here the novel
does not turn around one only character. Instead,
the protagonism is now shared by at least two
nodes, even though other very centric foci can be
seen. The network is spread all around these char-
acters. The number of minor characters and isolate
nodes is in comparison huge. Vanity Fair is a satir-
ical novel with many elements of social criticism.

Static networks show the skeleton of novels, dy-
namic networks its development, by incorporating
a key dimension of the novel: time, represented as
a succession of chapters. In the time axis, charac-
ters appear, disappear, evolve. In a dynamic net-
work of Jules Verne’s Around the World in Eighty
Days, we would see that the character Aouda ap-
pears for the first time in chapter 13. From that

Figure 2: Static network of Vanity Fair.

moment on, she is Mr. Fogg’s companion for the
rest of the journey and the reader’s companion for
the rest of the book. This information is lost in a
static network, in which the group of very static
gentlemen of a London club are sitting very close
from a consul in Suez, a judge in Calcutta, and a
captain in his transatlantic boat. All these char-
acters would never co-occur (other than by men-
tions) in a dynamic network.

4 Experiments

At the beginning of this paper we ask ourselves
whether the plot of a novel (here represented as
its structure of characters) can be used to identify
literary genres or to determine its author. We pro-
pose two main experiments to investigate the role
of the novel structure in the identification of an au-
thor and of a genre. Both experiments are consid-
ered as an unsupervised classification task.

4.1 Document Clustering by Genre

Data collection.15 This study does not have a
quantified, analogous experiment with which to
compare the outcome. Thus, our approach has
required constructing a corpus of novels from
scratch and building an appropriate baseline. We
have collected a representative sample of the most
influential novels of the Western world. The re-
sulting dataset contains 238 novels16. Each novel

15The complete list of works and features used
for both experiments can be found in http:
//www.coli.uni-saarland.de/˜csporled/
SocialNetworksInNovels.html.

16Source: http://www.gutenberg.org/

35
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NLP applications

NLP and linguistics

1. Morphology — the structure of words: lecture 3.
2. Syntax — the way words are used to form phrases:

lectures 2, 3 and 4.
3. Semantics

▶ Lexical semantics — the meaning of individual words:
lecture 5.

▶ Compositional semantics — the construction of meaning of
longer phrases and sentences (based on syntax): lecture 6.

4. Pragmatics — meaning in context: lecture 7.
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Why is NLP hard?

Ambiguity: same strings can mean different things
▶ Word senses: bank (finance or river?)
▶ Part of speech: chair (noun or verb?)
▶ Syntactic structure: I saw a man with a telescope
▶ Multiple: I saw her duck

Finally, a computer that understands you like your mother!

Ambiguity grows with sentence length, sometimes
exponentially.
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Why NLP is hard

Real examples from newspaper headlines

Iraqi head seeks arms

Stolen painting found by tree

Teacher strikes idle kids
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Why is NLP hard?

Synonymy and variability: different strings can mean the same
or similar things

Did Google buy YouTube?

1. Google purchased YouTube
2. Google’s acquisition of YouTube
3. Google acquired every company
4. YouTube may be sold to Google
5. Google didn’t take over YouTube

Example from "Combined Distributional and Logical Semantics", Lewis &
Steedman, TACL 2013
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Why NLP is hard

Wouldn’t it be better if . . . ?

The properties which make natural language difficult to process
are essential to human communication:
▶ Flexible
▶ Learnable, but expressive and compact
▶ Emergent, evolving systems

Synonymy and ambiguity go along with these properties.

Natural language communication can be indefinitely precise:
▶ Ambiguity is mostly local (for humans)
▶ resolved by immediate context
▶ but requires world knowledge
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Why NLP is hard

World knowledge...Sources of Knowledge in Figurative Language Processing 

 
  “Knowledge is knowing that a tomato is a fruit” 

 
BUT 
 

   “Wisdom is knowing not to put it in a fruit salad”  
 

Metaphor, Simile, analogy and other figurative devices are knowledge-hungry: 

 Propositional knowledge (actions, events, behaviors, tendencies, norms) 

 Property-level knowledge  (category membership criteria, expectations) 

 Semantic knowledge (e.g. WordNet) vs. Pragmatic knowledge (e.g. corpora) 

▶ Impossible to hand-code at a large-scale
▶ either limited domain applications
▶ or learn approximations from the data
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Sentiment classification

Opinion mining: what do they think about me?

▶ Task: scan documents (webpages, tweets etc) for positive
and negative opinions on people, products etc.

▶ Find all references to entity in some document collection:
list as positive, negative (possibly with strength) or neutral.

▶ Fine-grained classification:
e.g., for phone, opinions about: overall design, display,
camera.
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Sentiment classification

LG G3 review (Guardian 27/8/2014)
The shiny, brushed effect makes the G3’s plastic de-
sign looks deceptively like metal. It feels solid in the
hand and the build quality is great — there’s minimal
give or flex in the body. It weighs 149g, which is lighter
than the 160g HTC One M8, but heavier than the 145g
Galaxy S5 and the significantly smaller 112g iPhone
5S.
The G3’s claim to fame is its 5.5in quad HD display,
which at 2560x1440 resolution has a pixel density of
534 pixels per inch, far exceeding the 432ppi of the
Galaxy S5 and similar rivals. The screen is vibrant and
crisp with wide viewing angles, but the extra pixel den-
sity is not noticeable in general use compared to, say,
a Galaxy S5.
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Sentiment classification: the research task

▶ Full task: information retrieval, cleaning up text structure,
named entity recognition, identification of relevant parts of
text. Evaluation by humans.

▶ Research task: preclassified documents, topic known,
opinion in text along with some straightforwardly
extractable score.

▶ Pang et al. 2002: Thumbs up? Sentiment Classification
using Machine Learning Techniques

▶ Movie review corpus: strongly positive or negative reviews
from IMDb, 50:50 split, with rating score.
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Sentiment classification

Sentiment analysis as a text classification problem

▶ Input :
▶ a document x
▶ a fixed set of classes Y = {1, . . . ,C}

▶ Output :
▶ a predicted class y ∈ Y

Classes can be ‘named’ (e.g., positive, negative, neutral), but we index
them by integers (e.g., 1, 2, 3).
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IMDb: An American Werewolf in London (1981)

Rating: 9/10

Ooooo. Scary.
The old adage of the simplest ideas being the best is
once again demonstrated in this, one of the most enter-
taining films of the early 80’s, and almost certainly Jon
Landis’ best work to date. The script is light and witty,
the visuals are great and the atmosphere is top class.
Plus there are some great freeze-frame moments to
enjoy again and again. Not forgetting, of course, the
great transformation scene which still impresses to this
day.
In Summary: Top banana
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Bag of words representation

Treat the reviews as collections of individual words.The%Bag%of%Words%Representation
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Sentiment classification

Bag of words representation

▶ Classify reviews according to positive or negative words.
▶ Could use word lists prepared by humans — sentiment

lexicons
▶ but machine learning based on a portion of the corpus

(training set) is preferable.
▶ Use human rankings for training and evaluation.
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Supervised classification

▶ Input :
▶ a document x
▶ a fixed set of classes Y = {1, . . . ,C}
▶ a training set of N hand-labeled documents

(x1, y1), ..., (xN , yN)

▶ Output :
▶ a learned classifier γ : x → y

Classes can be ‘named’ (e.g., positive, negative, neutral), but we index
them by integers (e.g., 1, 2, 3).
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Sentiment classification

Classification methods

Many classification methods available
▶ Naive Bayes
▶ Logistic regression
▶ Decision trees
▶ k-nearest neighbors
▶ Support vector machines
▶ ...
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Sentiment classification

Naive Bayes classifier

For any document x and any of the C possible classes y ∈ Y,
we learn to assign probability to y given x : PY |X (y |x).

For that, we design a probability model of labels and
documents PXY (x , y) ≜ PY (y)PX |Y (x |y).
▶ The document-conditioned class probability is a conditional

of this model PY |X (y |x) =
PY (y)PX |Y (x |y)∑C

c=1 PY (c)PX |Y (x |c)
.

Whenever we want to classify a document x , we output the
most probable class under the model: ŷ = argmaxc∈C PY |X (c|x).
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Naive Bayes classifier - Model components
The model has two types of factors, which we need to estimate:

▶ C class probabilities PY (y)
▶ class-conditioned document probabilities PX |Y (x |y)

Problem: as x is high-dimensional, we would need a very, very
large corpus to estimate a useful PX |Y (x |y).

Conditional independence assumption (‘naive’): segment x
into ℓ ‘feature values’ (e.g., words) ⟨w1, . . . ,wℓ⟩ and assume
these are independent of one another, given the class y .

PXY (x , y)
ind.
= PY (y)

ℓ∏
i=1

PF |Y (wi |y)︸ ︷︷ ︸
doc as a ‘bag of words’
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Naive Bayes classifier - Overview
Choose most probable class given document x = ⟨w1, . . . ,wℓ⟩:

ŷ = argmax
c∈C

PY |X (c|x)

PY |X (c|x) inferred from PY (c)
∏ℓ

i=1 PF |Y (wi |c), via Bayes rule:

PY |X (c|x) =
PY (c)

∏ℓ
i=1 PF |Y (wi |c)
PX (x)

For any x , PX (x) is constant for prediction:

ŷ = argmax
c∈C

PY (c)
ℓ∏

i=1

PF |Y (wi |c)
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Naive Bayes: Learning the model
The model has two types of factors, which we need to estimate:

▶ C class probabilities PY (y)
▶ C × V class-conditioned ‘feature’ probabilities PF |Y (f |y)

(we regard words as ‘features’)

Maximum likelihood estimation: use frequencies in the data

PY (c)
MLE
=

countY (c)
N

PF |Y (w |y) MLE
=

countYF (y ,w)∑
f∈F countYF (c, f )

F is the set of all features (e.g., all words in training data).
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Problem with maximum likelihood
What if we have seen no training documents with the word
fantastic and classified as positive?

PF |Y (fantastic|positive) MLE
=

countYF (positive, fantastic)∑
f∈F countYF (positive, f )

= 0

Zero probabilities cannot be conditioned away, no matter the
other evidence!

PY (c)
ℓ∏

i=1

PF |C(wi |c)︸ ︷︷ ︸
=0 whenever any factor is 0
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Laplace smoothing for Naive Bayes

Smoothing is a way to ‘handle’ data sparsity

Laplace (also called “add 1”) smoothing:

PF |Y (w |c) add1
=

countYF (c,w) + 1∑
f∈F (countYF (c, f ) + 1)

=
countYF (c,w) + 1

|F|+∑f∈F countYF (c, f )
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Log space

Use log space to prevent arithmetic underflow.
▶ Multiplying lots of probabilities can result in floating-point

underflow
▶ sum logs of probabilities instead of multiplying probabilities

log(a × b) = log a + log b

▶ class with the highest log probability score is still the most
probable

ŷ = argmax
c∈C

(
logPY (c) +

ℓ∑
i=1

logPF |Y (wi |c)
)
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Test sets and cross-validation
Divide the corpus into
▶ training set — to train the model
▶ development set — to optimize its parameters
▶ test set — kept unseen

or...

use cross-validation over multiple splits
▶ divide the corpus into e.g. 10 parts
▶ train on 9 parts, test on 1 part
▶ average results from all splits

If you are worried about statistical evaluation, check
https://jmlr.org/papers/v18/16-305.html.
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Evaluation

Accuracy:

Accuracy =
Number of correctly classified instances

Total number of instances

Pang et al. (2002):
▶ The corpus is artificially balanced
▶ Chance success is 50%
▶ Bag-of-words achieves an accuracy of 80%.
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Precision and Recall
What if the corpus were not balanced?
▶ Precision: % of selected items that are correct
▶ Recall: % of correct items that are selected

12 CHAPTER 4 • NAIVE BAYES AND SENTIMENT CLASSIFICATION

true positive

false negative

false positive

true negative

gold positive gold negative
system
positive
system

negative

gold standard labels

system
output
labels

recall = 
tp

tp+fn

precision = 
tp

tp+fp

accuracy = 
tp+tn

tp+fp+tn+fn

Figure 4.4 Contingency table

simple classifier that stupidly classified every tweet as “not about pie”. This classifier
would have 999,900 true negatives and only 100 false negatives for an accuracy of
999,900/1,000,000 or 99.99%! What an amazing accuracy level! Surely we should
be happy with this classifier? But of course this fabulous ‘no pie’ classifier would
be completely useless, since it wouldn’t find a single one of the customer comments
we are looking for. In other words, accuracy is not a good metric when the goal is
to discover something that is rare, or at least not completely balanced in frequency,
which is a very common situation in the world.

That’s why instead of accuracy we generally turn to two other metrics: precision
and recall. Precision measures the percentage of the items that the system detectedprecision

(i.e., the system labeled as positive) that are in fact positive (i.e., are positive accord-
ing to the human gold labels). Precision is defined as

Precision =
true positives

true positives + false positives

Recall measures the percentage of items actually present in the input that wererecall

correctly identified by the system. Recall is defined as

Recall =
true positives

true positives + false negatives

Precision and recall will help solve the problem with the useless “nothing is
pie” classifier. This classifier, despite having a fabulous accuracy of 99.99%, has
a terrible recall of 0 (since there are no true positives, and 100 false negatives, the
recall is 0/100). You should convince yourself that the precision at finding relevant
tweets is equally problematic. Thus precision and recall, unlike accuracy, emphasize
true positives: finding the things that we are supposed to be looking for.

There are many ways to define a single metric that incorporates aspects of both
precision and recall. The simplest of these combinations is the F-measure (vanF-measure

Rijsbergen, 1975) , defined as:

Fb =
(b 2 +1)PR

b 2P+R

The b parameter differentially weights the importance of recall and precision,
based perhaps on the needs of an application. Values of b > 1 favor recall, while
values of b < 1 favor precision. When b = 1, precision and recall are equally bal-
anced; this is the most frequently used metric, and is called Fb=1 or just F1:F1

The statistics tp, fp, fn, tn form what we call a ‘confusion matrix’.
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F-measure

Also called F-score

Fβ =
(β2 + 1)PR
β2P + R

β controls the importance of recall and precision

β = 1 is typically used:

F1 =
2PR

P + R

With more than 2 classes, we typically compute Fβ per class, then report
average of per-class Fβ with uniform weights (macro average) or using class
proportions as weights (weighted average).
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Error analysis

Bag-of-words gives 80% accuracy in sentiment analysis

Some sources of errors:
▶ Negation:

Ridley Scott has never directed a bad film.

▶ Overfitting the training data:
e.g., if training set includes a lot of films from before 2005,
Ridley may be a strong positive indicator, but then we test
on reviews for ‘Kingdom of Heaven’?

▶ Comparisons and contrasts.
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Contrasts in the discourse

This film should be brilliant. It sounds like a great plot,
the actors are first grade, and the supporting cast is
good as well, and Stallone is attempting to deliver a
good performance. However, it can’t hold up.
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Feature View
Say we know V features, indexed by [V ] = {1, . . . ,V}.

We can represent a document x as a feature vector ϕ(x) in a
V -dimensional space. For example, where ϕf (x) is the number
of occurrences of the feature f ∈ [V ] in x .

We can re-express PX |Y (x |y) as

PX |Y (x |y) =
V∏

f=1

PF |Y (f |y)ϕf (x)

We can then generalise the feature function ϕ(·). For example,
it could segment documents into word pairs, annotate words
with negation scope and discourse structure, etc.
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Feature Function - Let u = ϕ(x)
Bag-of-words (unigrams): u ∈ NV has V coordinates, each counts a known
word. For a dog and a cat,

▶ uid(a) = 2, uid(and) = 1, uid(cat) = 1, uid(dog) = 1, others are 0.

Bag-of-bigrams: u ∈ NV×V has V × V coordinates, each counts a known
word pair (aka bigram). For a big dog barking,

▶ uid(BOS a) = 1, uid(a big) = 1, uid(big dog) = 1, uid(dog barking) = 1,
uid(barking EOS) = 1, others are 0.

BoW with negation scope: we identify negation words (e.g., no, not) and
modify adjectives and adverbs in their scope, then u ∈ N2V has 2V
coordinates, each counts a word (possibly marked for negation).

▶ uid(not) = 1, uid(his) = 1, uid(NOT-best) = 1, uid(performance) = 1,
uid(barking EOS) = 1, others are 0.

BOS and EOS indicate the begin/end of sequence. See
https://aclanthology.org/S12-1035/ for scope and focus of
negation.
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Doing sentiment classification ‘properly’?

▶ Morphology, syntax and compositional semantics
▶ model relationships between words in the sentences,

compose the meanings of phrases, negation, tense . . .
▶ Lexical semantics

▶ are words positive or negative in this context? Model word
senses (e.g., spirit)

▶ Pragmatics and discourse structure
▶ relationships between sentences; what is the topic of this

section of text; co-reference resolution.
▶ Getting all this to work well on arbitrary text is hard.
▶ But can we do well enough for NLP to be useful?
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Human translation?
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Human translation?

I am not in the office at the moment. Please send any work to
be translated.
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Sentiment analysis practical: Part 1

Sentiment classification of movie reviews
1. Sentiment classification with a sentiment lexicon
2. Implement Naive Bayes classifier with bag-of-word features
3. Model grammar: word order and part of speech tags
4. Experiment with support vector machines (SVM) classifier
5. Evaluate and compare different methods

Assessed by the mid-term report, deadline 13 November
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Sentiment analysis practical: Part 2

▶ Experiment within a deep learning framework
▶ Include (more sophisticated) syntax and semantics
▶ Model the meaning of words, phrases and sentences
▶ Evaluate in the sentiment classification task
▶ Propose your own research question or type of analysis

Assessed by the final report, deadline 13 December
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